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Abstract:  This study has been undertaken for a well-targeted and timely analysis for all health-related issues. However, for 

serious diseases such as Diabetes and Heart disease, traditional methods may not be adequate. Therefore, we have developed a 

disease prediction model based on Machine Learning algorithms for Diseases like Diabetes and Heart Disease. The dataset we 

have developed is a variable dataset which includes factors such as Age, Gender, Height, Weight etc. for the analysis of a specific 

disease to get a diagnosed output. For Diabetes , the Random Forest algorithm gives the best results with 84% accuracy. For 

Heart Disease , the SVM algorithm provides the best results with 86% accuracy. Our disease prediction model can be a virtual 

doctor in the future for timely prediction so that the patient can receive timely treatment and live a longer life.   

  

 

I. INTRODUCTION 

 

Diabetes and heart disease are two grave diseases that are both related in a way that a person having diabetes has a risk of getting a 

heart disease. Using Machine learning [ML] [14], we are using variable datasets to predict diabetes and also to predict heart disease. 

This dataset includes patient level data. There are many ways to predict diabetes and heart disease, but the recommended and used 

approach in this project is to use MLand compare the ability of the four MLalgorithms that are Random Forest [RF], SVM, KNN, 

Decision Tree [DT]  to predict the chances of developing diabetes and heart disease. In this prediction we have used a training data 

of 300 patients under different circumstances and situations. The prediction will help in the prevention of these diseases. Diabetes 

is an increasingly prevalent medical condition that currently has no known cure. A person with elevated blood sugar levels  is known 

as having diabetes mellitus. This may be brought on by the pancreas not producing enough insulin, a hormone that controls blood 

sugar levels, or by the body being resistant to insulin. Over time, high blood sugar levels can cause harm to several body systems 

including damaging the blood vessels which in turn can lead to the development of a heart disease. Heart disease refers to a condition 

where plaque has built up within the walls of the coronary arteries. It is common yet a serious condition that can lead to further 

complications. It is very common for people with high blood sugar levels to later develop a heart disease. The basis and connection 

between diabetes and heart disease will be very relevant to this project. 

Numerous research have been carried out utilizing ML algorithms to forecast diseases based on symptoms displayed by an individual 

using a statistical model. Sun and Zhang [1], for instance, have covered a few deep learning and classification techniques, including 

SVM, DT, artificial neural networks, and RF. A logistic regression classification strategy has been created by Qawqzeh [3] for the 

purpose of classifying diabetic data. There  training data consists of 459 patients and the testing data contains 128 patients data. By 

employing logistic regression, the authors were able to reach 92% classification accuracy. The model's main drawback was that it 

could not be validated because it wasn’t  compared with other diabetic prediction models.  Tafa [2] divided half of the dataset into 

training and the other half in testing . The system was proposed with a combination of naïve Bayes and SVM calculations for 

diabetes expectation. The collected dataset was  from three diverse areas,  the system was approved on the dataset.  It  comprised 

data of  402 patients, among 80 patients 2 were diabetic. Tafa’s system  accomplished the exactness of 97.6%, Naïve Bayes 

accomplishing an precision of 94.52 and SVM  accomplishing 95.52 
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Fig.1 E-Chikitsaleya v/s Doctor 

 

 

Figure 1 depicts that this disease prediction model can be a virtual doctor in the future for timely prediction so that the patient can 

receive timely treatment . Sreevalli and co. utilized a irregular woodland MLcalculation to anticipate infection based on indications. 

This framework brought about in moo time-consuming and moo taken a toll for anticipating infections with 84.2 percent exactness. 

Different MLcalculations were optimized by Chen to successfully foresee a unremitting malady flare-up. The preparing information 

collected was found to be fragmented, provoking the utilize of a idle figure demonstrate. A novel convolutional neural network-

based multimodal infection hazard expectation (CNN-MDRP) was created, accomplishing an exactness of around 94.8%. Chae 

utilized 4 particular profound learning models – deep neural systems (DNN), long short-term memory (LSTM), standard slightest 

squares (OLS), and autoregressive coordinates moving normal (ARIMA) – to screen 80 irresistible infections over 6 bunches. 

Among these models, DNN and LSTM illustrated predominant execution. The DNN model excelled in overall performance, while 

the LSTM model provided accurate predictions for larger occurrences. Haq employed a database that contained patient information 

related to heart disease. They utilized three different feature selection methods, namely relief, minimum redundancy, and maximum 

relevance (MRMR), in addition to the least absolute shrinkage and selection operator. The validation of these algorithms was done 

using the K-fold method. To analyze the extracted features, six different MLalgorithms were utilized, and based on whether the  

heart disease is present or not and the data was classified. Mohan achieved a successful development of an efficient heart di sease 

prediction system, which achieved an accuracy level of 88.4% through the hybrid RF with a linear model (HRFLM). Similarly, 

Maniruzzaman utilized ML algorithms to classify diabetes disease, employing logistic regression (LR) to identify the associated 

risk factors. The ML-based system demonstrated an overall accuracy of 90.62%. Sanakal and Jayakumari’s system , concatenated 

and predicted text data using SVM and fuzzy C-means clustering [FCM] . Their  study concluded that FCM can effectively predict 

diabetes having accuracy of 94.3%.  

 

Table1 . Related Work 

 

Ref 

.No. 

Algorithm 

Name  

Applied on Disease Objective  Accuracy  

 

[2] Naïve Baye’s 

Theorem and 

SVM  

Diabetes  a method for detecting early diabetes 94.52% 

95.52% 

[3] Logistic 

Regression 

Diabetes  a method for detecting early diabetes 92% 

[4]   Decision Tree Diabetes  a method for detecting early diabetes 73.82% 

[5] Logistic 

Regression 

Diabetes  a method for detecting early diabetes 75.32% 

[6] Quantum 

Neural 

Network 

Cardiovascular Disease a method for detecting cardiovascular 

disease 

98.57% 

[7] KNN  Cardiovascular Disease 

(CVD) 

a method for detecting cardiovascular 

disease 

 90.8% 

[8] Decision Tree Predicting 

Cardiovascular disease 

a method for detecting cardiovascular 

disease 

93.19% 

[9]  KNN  cardiovascular disease 

(CVD) 

a method for detecting cardiovascular 

disease 

0.87 

 

[Table1] displayed the related works done on diabetes and heart disease prediction models in the past. Various investigate thinks  

about have appeared that the larger part of ML models created for healthcare examination are centered on person infections. For 
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illustration, there are particular models custom fitted for analyzing liver issues, cancer, and lung issues. As a result, people trying 

to find exact forecasts over a wide extend of ailments must allude to different online assets. Endeavoring to foresee numerous  

illnesses through a single examination needs a clearly characterized prepare, and wrong comes about from certain models can 

posture a chance to quiet wellbeing.  

The current framework emphasizes anticipating particular maladies like diabetes and heart malady, utilizing different 

MLcalculations such as KNN, SVM, DT, and RF. This framework accomplishes an amazing exactness rate of up to 84% for 

diabetes and 86% for heart infection. Rest of the paper is sorted out as takes after :  The Research Methodoly for malady forecast 

is portrayed within the first area, it describes the strategy and algorithms for the illness forecast and their usage. The second 

segment pins the results of E-Chikitsaleya and the project's dialog and points the project's conclusion and its progressing 

improvement, whereas the third area is committed to Acknowledgement and in the last references.  

 

 

1. RESEARCH METHADOLOGY 

 

This methodology section outlines the plan and method that how the study for E-Chikitsaleya is conducted. This includes 

Universe of the study, Data and Sources of Data, study’s variables and analytical framework. The details are as follows; 

 

 

1.1 Population and Sample 

 

E-Chikitsaleya  has the data of 300 patients under different circumstances. The dataset acquired in this model is a 

variable dataset used for the implementation of the model , it differs from the real time data. The data used for the 

implementation is unique as there is no repetition of the data values to reduce the data redundancy.  

 

1.2 Data and Sources of Data 

 

For this study secondary data has been collected from the website of Kaggle for Diabetes as well as for the Heart 

Disease. The data that is used is a variable dataset for the implementation and comparative analysis of the algorithms 

to find the optimal one for a particular dataset.  

 

1.3 Theoretical Framework 

 

ML : It is the foremost widely utilized innovation within the world nowadays.  

 

 
 

Fig.1.3 Implementation of E-Chikitsaleya 

 

Figure 1.3 illustrates the implementation of the E-Chikitsaleya. ML is an approach to preparing the computer to 

memorize from past encounters or illustrations. ML can be isolated into three primary sorts: Supervised Learning 

[SL] , Unsupervised Learning [USL] , and Reinforcement Learning [RL] . In administered learning, the computer 

learns from information that has names and labels. With named information, it is simple to anticipate the modern 
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information. SL calculations are comparable to understudy learning under the supervision of their instructors. In USL, 

the machine learns from information that does not have any names or labels. USL classifies or bunches the data based 

on the similarties or connections between other information. Reinforcement Learning could be a sort of calculation 

where the machine is trained with algorithms to learn with the environment by performing certain activities and 

examining the information. 

 

 

1.4 Statistical Tools and Econometric Tools 

 

The section elaborates the statistical tools that is Confusion Matrix and the econometric tools that are the Algorithms  

used for the implementation of the model. It also outlines the softwares used for implementing the model. 

 

1.4.1 Statistical Tools or Confusion Matrix 

 

A tabular representation of a classification model's performance used in ML is called a confusion matrix. It 

displays an overview of the classifier's predictions in comparison to the dataset's actual labels. The anticipated 

classes are represented by the rows of the matrix, and the actual classes are represented by the columns.  

The elements of a confusion matrix for a binary classification task are explained below: 

 

The quantity of cases that were anticipated to be positive but turn out to be positive is known as True Positives 

(TP).  

The quantity of cases that, although projected to be negative, turn out to be negative is known as True Negatives 

(TN).  

False Positives (FP): Also referred to as Type I errors, these are situations in which a good outcome was 

anticipated but a negative outcome occurred.  

 

Moreover, False Negatives (FN). 

 

Several metrics are used in ML to assess how well categorization models perform. Here's a quick rundown of 

each, along with formulas: 

 

 

1.4.1.1 Accuracy 

 

Accuracy is the percentage of right predictions among all the model's predictions.  

 

Equation: Accuracy =  TP + TN /  (TP+TN+FP+FN) 

 

1.4.1.2 Precision  

 

The percentage of true positive predictions among all of the model's positive predictions is known 

as precision.  

 

Equation: Precision = TP / (TP+FP) 

 

1.4.1.3 Recall or Sensitivity 

 

Sensitivity quantifies the percentage of actual positives in the dataset that correspond to true positive 

forecasts.  

 

The formula is recall = TP / (TP+FN) 

 

1.4.1.4 F1 Score 

 

The percentage of accurate negative predictions among the dataset's actual negatives is measured by 

specificity.  

 

Formula: Specificity = TN / (TN+FP) 

 

1.4.2 Econometric Tools or Algorithms  

 

Algorithms utilized in E-CHIKITSALEYA are as follows: 

 

a. KNN: 

 

K Nearest Neighbor (KNN) may be horrendously simple, straightforward to get a handle on, flexible and 

one among the highest MLalgorithms. Within the Healthcare Framework, the client will predict the 
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disease. In this system, the client can anticipate whether the infection will detect or not. Within the 

proposed framework, classifying illness in different classes that appears which illness will happen on the 

premise of indications. 

 

b. Decision TREE: 

 

A DT may be a structure that can be utilized to isolate up a huge collection of records into effectively 

littler sets of records by applying a arrangement of basic choice tree. With each progressive division, the 

individuals of the resulting sets gotten to be increasingly comparable to each other. A DT model 

comprises of a set of rules for isolating a huge heterogeneous population into smaller, more homogeneous 

(commonly exclusive) bunches with regard to a specific target.  

 

c. Random Forest: 

 

RF classifier could be a broadly utilized administered ml procedure that finds its essential application in 

classification tasks, in spite of the fact that it can moreover handle regression issues. It falls beneath the 

category of ensemble learning strategies. The usage and utilization of RF are straightforward, making it 

an perfect choice when time is constrained for model improvement.  

 

d. SVM: 

 

Support Vector Machine or SVM is among the foremost prevalent SL algorithm, which solves 

Classification and Regression problems. Fundamentally , it is utilized for Classification problems in ML. 

The main objective of the SVM algorithm is to make the leading choice boundary to segregate n-

dimensional space into classes so it is ready to effortlessly put the given point within the correct segment 

or category in the near future. This choice boundary is known as the hyperplane. 

 

1.4.3 Software used in the Model Implementation 

 

The implementation of the model is as follows: 

An Excel spreadsheet was generated from a publicly available dataset, containing a comprehensive list of 

symptoms associated with various diseases. Subsequently, age and gender information were included for each 

disease within the dataset. 

 

 
 

Fig.1.4.3.1 Diabetes Prediction Interface   

 

Figure 1.4.3.1 depicts the symptoms , along with the age, bp level, glucose level and other data of individuals, 

were utilized as input for multiple ML algorithms in case of diabetes. 
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Fig.1.4.3.2 Heart Disease Prediction Interface 

 

Figure 1.4.3.2 depicts  the symptoms such as age, gender, bp level and other data of individuals were used as 

the input for the algorithms in case of heart disease. 

For our model, Jupyter Notebook, Google Collab, and Spyder were the used software. For the aim of training 

and testing the model with 300 patients under various conditions, Jupyter Notebook and Google Collaboration 

are utilized. 

 

 
 

Fig.1.4.3.3 Framework Of E-chikitsaleya 
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Figure 1.4.3.3 illustrates that how the trained model for the web interface is deployed using Spyder. 

Python Language and its many libraries are used for this specific ML model. For the Disease prediction 

model; NumPy, Pandas, Seaborn, SkLearn, MatPlotLib, and StreamLit are the libraries that were utilized.  

The pandas library[15]  is an assortment of packages and modules with many different features. Developers 

can complete a variety of tasks without starting from scratch while using these libraries. SKLEARN is a  free 

ML library in python . Many applications, including grade boosting, K-means, naive Bayes, model selection, 

regression, clustering, and preprocessing, can be successfully carried out using sklearn. With streamlit, you 

may quickly, rather than over the course of weeks, convert Python scripts into interactive web applications. 

Make report generators, chat apps, or dashboards. After creating an app, you can manage, distribute, and 

deploy it using our Community Cloud platform.seaborn: One of the trustworthy resources for statistical model 

visualization, such as heat maps, is Seaborn. This Python library works closely with Pandas data structures 

and is based on Matplotlib. To find out how to install this package, go to the installation page. matplotlib: 

While all the libraries we've seen can perform a wide range of numerical functions, Matplotlib shines in 

dimensional charting. For publishing good-quality figures in hard copy formats and interactive settings across 

platforms, sklearn is frequently used. In a few lines of code, we can create a variety of graphs and charts, 

including pie charts, scatterplots, histograms, error charts, and more. NumPy: Another python package that 

supports scientific computing, NumPy supports massive N-dimensional arrays and matrices and offers a set 

of quite good level for mathematical functions to quickly perform these operations. NumPy uses BLAS and 

LAPACK to perform computations in linear algebra efficiently. NumPy can also be applied as a productive 

multi-dimensional generic data container.  

 

1.4.4 Comparison of the algorithms 

 

After the application of the confusion matrix, algorithms, and compilation in the software , the next step of 

the study is to perform the comparative analaysis between these algorithms to find the optimal one that is 

more supported by the data. The comparison is done by the values of accuracy obtained from the confusion 

matrix for each algorithm in Diabetes as well as in Heart Disease. 

 

2. RESULTS AND DISCUSSION 

 

2.1 Results of  Algorithms of Model 

 

Table 2.1  Table for the results of  Diabetes Prediction 

 

Name of Algorithm  Accuracy  Precision  Recall  

KNN 0.71 0.76 0.80 

DECISION TREE 0.75 0.79 0.85 

SVM 0.79 0.89 0.81 

RANDOM FOREST 0.84 0.89 0.87 

 

 

Table 2.2 Table for the results of  Heart Disease Prediction 

 

 

Table 2.1 represents the results of different algorithms for diabetes prediction model and Table 2.2 represents the results of different 

algorithms for heart disease prediction model.  

A assortment of ML algorithms were tried to predict disease for the input dataset. Four diverse ML algorithms were utilized for the 

prediction: RF, DT, SVM, and KNN. The RF algorithm was found to have the most elevated accuracy[10] of 84% for diabetes, 

which changed concurring to the dataset estimate (small and expansive for the training set). As a result, it was found to be the most 

Name of Algorithm Accuracy  Precision  Recall  

KNN 0.61 0.65 0.48 

DECISION TREE 0.79 0.75 0.80 

SVM 0.86 0.75 0.91 

RANDOM FOREST 0.85 0.85 0.81 
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accurate algorithm among the other ML algorithms. The DT showed an accuracy of 75%, the SVM was accurate at 79%, and the 

KNN was accurate at 71%.  

 

 
Fig.2.1 Confusion Matrix Values  

 

Figure 2.1 depicts the values from the confusion matrix that contains the accuracy  of the algorithm , recall value of the algorithm , 

precision of the algorithm and the f1 score of the algorithm. 

 

 
 

Fig.2.2 Heat Map For Diabetes 
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Fig.2.3 Heat Map For Heart Disease 

 

Figure 2.2 depicts the heat map for diabetes and Figure 2.3 depicts the heat map for the Heart disease. The heat maps depicts the  

data visualization for Diabetes and Heart disease and represents the  magnitude of different parameters within these dataset with 

different colours. The variation in colour is also known as hue or intensity.  

The SVM algorithm was found to have the highest accuracy of 86% for Heart disease, which changes according to the dataset size. 

As a result, it was found to be the most accurate algorithm among the other ML algorithms. The DT showed an accuracy of 79%, 

the RF was accurate at 85%, and the KNN was accurate at 61%.In the realm of medical research, we have conducted a thorough 

analysis of various methodologies documented in the literature. Among these, the SVM and KNN models have been commonly 

employed for disease prediction. In our study, we have also utilized these models along with two different machine -learning 

algorithms to predict diabetes and heart disease. Remarkably, we achieved an impressive accuracy rate of 84% in diabetes and 86% 

in heart disease, surpassing the majority of previously reported methodologies. This remarkable precision can be credited to the 

execution of the RF Algorithm and SVM Algorithm separately.  
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Fig.2.4 Distribution Of Class Variable And Features For Diabetes 
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Fig.2.5 Distribution Of Class Variable And Features For Heart Disease 
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Figure 2.4 it represents the graph which illustrates the distribution between the class variables and features for diabetes  and in Figure 

2.5 it represents the graph which illustrates the distribution between the class variables and different features for heart d isease. 

The E-Chikitsaleya may be a portrayed method for anticipating disease based on patient's side effects, age, and gender. The RF 

Algorithm accomplished the most elevated accuracy, 84% for diabetes, and the SVM Algorithm accomplished the most elevated 

accuracy, 86% for heart disease, in predicting diseases using these variables.  Most ML models tested provided good accuracy. 

However, some parameter-dependent models struggled, yielding lower accuracy. Accurately predicting disease could optimize 

medicine allocation and improve treatment outcomes while lowering costs. Overall, the RF Model and SVM Model show pro mise 

for leveraging patient data to predict disease and inform care management.  

There is a possibility to enhance the existing study by delving into supplementary factors and components like medical prescription 

for the particular disease , the dosage will be planned according to the age , gender, sugar level ,bp level and etc of the patient. In 

the future, we'll collaborate with real-time hospital-validated information. In any case, due to time confinements, the scope of this 

research is limited, and further examination is required to dive deeper into these domains. Our plans involve implementing ex tra 

categorization strategies, diverse discretization approaches, and different vote-by-classifier strategies. We'll  incorporate other 

illnesses into the current framework for future extension. Furthermore, we aim to create a chatbot that can address regularly inquired 

questions and guarantee the framework is as user-friendly as conceivable. 
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