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Abstract 

The deployment of autonomous security agents in financial institutions offers significant benefits, including enhanced 

efficiency, reduced threat exposure, and effective enforcement of regulations. Nonetheless, their use creates complex 

ethical and legal issues, such as liability for independent decisions, meeting data protection requirements, and the 

possibility of bias. This paper examines these matters in a cross-jurisdictional context and reviews regulatory 

frameworks, such as the GDPR, GLBA, and the EU AI Act, as well as ethical considerations, including transparency 

and accountability. The paper emphasizes the need for unified regulations, robust risk management strategies, and 

human oversight to enable the responsible use of autonomous agents without compromising customer trust or 

violating laws. 
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Chapter 1: Introduction 

1.1 Definition of Autonomous Security Agents 

Autonomous security agents are high-level artificial intelligence (AI) systems designed to perform various security-

related tasks with minimal human intervention. Those systems utilize machine learning (ML), deep learning (DL), 

and other AI methods to analyze data, identify threats, and respond to security events in real-time. Financial 

institutions employ autonomous security agents to monitor transactions, detect fraudulent activities, safeguard 

sensitive customer information, and ensure compliance with regulations, among other tasks. These agents, compared 

to traditional rule-based systems, will be more effective in complex, dynamic environments as they are dependent on 

data-based patterns and can easily adapt to new threats. 

The independence of such agents is defined by their ability to make decisions about pre-trained models and perform 

real-time data analysis. For example, they can flag suspicious transactions, block unauthorized access, or initiate an 

incident response procedure without human intervention. According to the High-Level Expert Group on Artificial 

Intelligence (European Commission, 2019), developed by the European Union, such systems must possess intelligent 

behavior, entailing analyzing the surroundings and acting, with at least some degree of autonomy, on them to achieve 

a set goal. This independence, however, raises serious legal and ethical concerns, including questions of who is 

responsible for the decisions made under these systems and whether these decisions are aligned with human ethics 
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and law. Autonomous security agents are unique in that they can work autonomously, learn from new data, and adapt 

to emerging threats. They are typically integrated with existing financial systems, such as payment processing systems 

or customer relationship management software, to provide comprehensive security protection. They are used because 

the standards of cyber threat sophistication have risen significantly, especially in terms of advanced persistent threats 

(APTs) and ransomware attacks, making their high degree of versatility and speed necessary to address them, as 

human operators may be incapable of doing so in real-time. 

1.2 Importance in Financial Institutions 

These agents would be critical because they could work at a large scale and fast, which would counter the drawbacks 

of human-reliant security systems. By way of illustration, autonomous agents may analyse every other million 

transactions every day to detect anomalies that represent fraudulent behaviours, e.g., abnormal spending habits or 

intrusions on the account.  This is an essential function in the current age when digital banking and online interactions 

are more widespread, thus enlarging the attack surface to the malicious forces. One study conducted by Wewege et 

al. (2020) points out that technological (such as an AI-backed security solution) resolutions drastically transformed 

how banks run their business by making it more efficient and more trustworthy among their customers. 

 
Figure 1: Artificial Intelligence in cybersecurity 

 

Additionally, autonomous security agents facilitate regulatory compliance by automating the process of checking and 

reporting. Strict regulations apply to financial institutions, such as the General Data Protection Regulation (GDPR) 

in the European Union and the Gramm-Leach-Bliley Act (GLBA) in the United States, which require high levels of 

data protection. Continuous compliance can be assured with autonomous agents that raise flags on non-compliant 

activities and provide audit trails of their activities for review by regulators. Nonetheless, their autonomous state also 

raises concerns about accountability, as the actions of these systems may not align with legal or ethical standards. 

An accord on autonomous security agents also helps financial institutions retain their competitive edge. These 

institutions will be able to fund innovation and improve the customer services by saving time and resources used in 

carrying out manual security activities. The dependence on the use of such systems, however, requires a serious 

analysis of its legal and ethical consequences, especially in cross-jurisdictional situations where the set of regulations 

may be rather different. 
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1.3 Overview of Legal and Ethical Considerations 

The use of autonomous security agents in financial institutions poses a complex collision of laws and morals. Legal 

issues of concern include responsibility in cases where autonomous systems, data protection regulations, and differing 

regulatory norms between jurisdictions make decisions. As an illustration, it becomes very challenging to determine 

who is responsible in cases where an autonomous agent incorrectly identifies a valid transaction as fraudulent or 

detects an attack by cybercriminals. Osoba and Welser (2017) state that the autonomous character of AI and machine 

systems obstructs liability frameworks because current legal frameworks are designed to work with human beings, 

not machines. 

Laws on data protection and privacy, such as the GDPR, place stringent constraints and requirements on how financial 

institutions process customer data. Self-governing agents responsible for security typically utilize extensive data to 

train and make automated decisions; therefore, they should adhere to these laws without incurring punishment in the 

event of failure. For example, the GDPR requires that data processing be transparent, lawful, and purpose-specific, 

which can be challenging when AI systems operate as a kind of black box, making the decision-making process 

opaque (European Commission, 2016). Compliance is also made difficult due to cross-jurisdictional operations, 

whereby various institutions must adhere to different legislative requirements, including the California Consumer 

Privacy Act (CCPA) in the U.S. and the Personal Data Protection Act (PDPA) in Singapore. 

Regarding ethical aspects, autonomous security agents raise concerns about transparency, accountability, and 

potential biases. The principle of transparency entails those customers, as well as regulators, must understand how 

the AI systems make decisions. Nevertheless, it is typically challenging to explain how ML algorithms make 

decisions, which is referred to as the problem of explainability (Harrer, 2023). Another highly significant concern 

that financial institutions should consider is accountability, which means that autonomous agents must adhere to the 

principles of ethics, including fairness and non-discrimination. The data used to train the models may also be biased, 

and the discrimination decision made will result in unnecessary costs due to ethical and legal issues, including 

disproportionately targeting certain customer groups for fraud detection (Huq, 2019). These issues are exacerbated 

by the cross-jurisdictional challenges that arise from countries having independent approaches to handling AI. 

An example is that the European Union has already implemented a risk-based approach through the proposed AI Act. 

In contrast, China has introduced certain regulatory measures to regulate the use of AI-generated content, such as the 

2023 Deep Synthesis Provisions (Cyberspace Administration of China, 2023). Such variations mean that financial 

organizations involved in the activities of international firms face challenges due to the need to adapt their practices 

to the diverse legal and ethical norms. The ethical implementation of autonomous security agents involves addressing 

the risks associated with their autonomy. The dependence on such systems without sufficient human control may 

cause unintentional side effects, including the output of incorrect results, which in turn can interrupt consumer 

activities or compromise the efficacy of threat identification. Stroppa (2023) emphasizes the need to preserve the 

human element in control over autonomous systems to minimize these risks, especially in high-risk situations, such 

as those in the financial industry. 

 

Chapter 2: Regulatory Frameworks 

2.1 Overview of Financial Regulations 

The implementation of automated security in the financial sector is part of an intricate combination of financial 

controls aimed at maintaining stability, ensuring consumer security, and protection. These rules encompass the risks 

that financial institutions should manage, including those related to customer data and operational integrity. To avoid 

legal consequences, these regulatory frameworks must be aligned with autonomous security agents, which are 

empowered by artificial intelligence (AI) and effectively thwart cyber threats by identifying and responding to them. 

Various regulations exist in the global financial sector, with these varying based on jurisdictions, but also sharing 

some similarities, such as protecting financial systems and maintaining customer confidence. 
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Figure 2: Artificial intelligence agents deployed within economic and financial institutions, leveraging blockchain 

infrastructure. 

 

2.1.1 Key Regulations Affecting Security Agents 

Several key laws have a direct impact on the application of autonomous security agents in financial institutions. In 

the European Union, general standards for data processing are outlined in the General Data Protection Regulation 

(GDPR) (European Commission, 2016), which requires financial institutions to verify that personal data administered 

by autonomous agents is managed in a lawful, transparent, and secure manner. The GDPR also requires that 

explainable automated decision-making, including the kinds that AI systems make, be subject to human oversight, 

which is potentially problematic to the opaque algorithms common in autonomous agents. Financial institutions in 

the United States are required to take precautionary measures to protect their customers' information, as mandated by 

the Gramm-Leach-Bliley Act (GLBA) of 1999. Autonomous security agents should fulfil the requirements in GLBA 

involving data security and privacy to ensure that they conduct periodic risk assessments and report on incidents 

(Federal Trade Commission, 1999). Those responsible for financial services should also comply with minimum 

cybersecurity standards, as outlined in the New York Department of Financial Services (NYDFS) Cybersecurity 

Regulation (23 NYCRR 500), which require the implementation of effective cybersecurity programs, which can be 

facilitated with the help of autonomous agents but should also be met in its monitoring and reporting abilities 

(NYDFS, 2017). On an international scale, the Basel III framework, developed by the Basel Committee on Banking 

Supervision, focuses on operational risk, which includes another aspect: cybersecurity risk. Between Basel III and 

AI, Basel III does not directly consider the use of AI. However, its principles compel financial institutions to consider 

or integrate autonomous agents into their risk management strategies, which are deployed to enhance resilience 

against cyber threats (Basel Committee on Banking Supervision, 2011). Similarly, the Payment Card Industry Data 

Security Standard (PCI DSS) has requirements related to the security of payment card data, which autonomous agents 

typically observe in an attempt to identify fraudulent transactions. 

2.1.2 Variations Across Jurisdictions 

Regulatory frameworks for autonomous security agents vary significantly across jurisdictions, reflecting differences 

in legal traditions, economic priorities, and the pace of technological adoption. In the European Union, the proposed 

Artificial Intelligence Act (AI Act) introduces a risk-based approach to AI regulation, categorizing autonomous 

security agents as high-risk systems due to their potential impact on financial stability and consumer rights (European 
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Commission, 2021). The AI Act requires rigorous testing, documentation, and human oversight, which may limit the 

autonomy of these agents in EU-based financial institutions. 

Although Basel III is not specifically targeted at AI, one of its principles states that financial institutions should 

implement autonomous agents into their risk management structures to secure resilience against cyber threats (Basel 

Committee on Banking Supervision, 2011). Equivalently, the Payment Card Industry Data Security Standard (PCI 

DSS) establishes standards for maintaining the security and safety of payment card data. Agents typically verify this 

data in real-time through autonomous agents that scan for breaches of such data to detect fraud. The fragmented 

regulatory landscape complicates the business operations of financial institutions that conduct activities in two or 

more states, or even globally. In Asia, jurisdictions such as Singapore and China have adopted different approaches. 

The Personal Data Protection Act (PDPA) of Singapore focuses on data security and accountability, making it 

necessary for financial organizations in Singapore to maintain data minimization and purpose limitation, as applied 

to autonomous agents (Personal Data Protection Commission Singapore, 2012). The Cybersecurity Law (2017) and 

the subsequent Deep Synthesis Provisions (2023) in China are strict measures that control AI systems, introducing 

the need for security testing and data localization. Consequently, the use of autonomous agents is influenced in 

Chinese financial institutions (Cyberspace Administration of China, 2023). Such jurisdictional differences pose a 

complex situation for financial institutions, as independent security agents must be modified accordingly to comply 

with local regulations while maintaining operational efficiency. For example, a global bank deploying autonomous 

agents to track transactions must localize its systems to comply with the transparency clauses of the GDPR in Europe, 

the safeguarding benchmark of the GLBA in the U.S., and the data localization standards of China. 

2.2 Compliance Challenges 

The integration of autonomous security agents in a financial institution presents a challenging aspect regarding 

compliance levels, as it involves navigating cross-border controls under various regulations and aligning with the 

institution's operational framework. These issues are attributed to the independence of such systems, their reliance on 

large amounts of data, and the diverse regulatory demands among jurisdictions. 

2.2.1 Cross-Border Regulatory Issues 

Institutions dealing in finance on the international market face the challenge of navigating multiple regulatory 

environments simultaneously. There is a clash between contradictory legal requirements that autonomous security 

agents must operate within, where the generation of information is likely to cross borders. As an example, GDPR 

does not allow transferring personal data beyond the European Economic Area without fair safeguards in place (e.g., 

Standard Contractual Clauses (SCCs) or Binding Corporate Rules (BCRs)) (European Commission, 2016). However, 

U.S. laws, such as the Cloud Act (2018), could establish standards for accessing data in law enforcement, which may 

lead to direct contradictions with the data protection algorithms outlined in the GDPR. Likewise, China has 

established a Cybersecurity Law, which requires that vital information be physically stored within the country. Using 

a cloud-based autonomous agent with information centers worldwide is now difficult (Cyberspace Administration of 

China, 2017). Cross-border requirements necessitate those financial institutions have robust data governance models 

to rely on, thereby increasing operational complexity and training costs in order to comply with these rules. 

2.2.2 Impact on Operational Practices 

The use of autonomous security agents also affects operations within financial institutions. After regulations such as 

GDPR and NYDFS are implemented, AI systems must be continuously monitored, documented, and audited. This 

may be very costly since autonomous minds are required to produce records of how they made decisions in order to 

comply with regulatory oversight. For example, the right to explanation in the GDPR obligates financial institutions 

to provide their customers with an account of automated decisions that can be understood, but this is challenging 

because machine learning algorithms are complex (Goodman & Flaxman, 2017). 

Additionally, the practice should adapt to meet the needs of human supervisors. The EU AI Act and NYDFS 

regulations require autonomous security agents and any high-risk AI systems to be subject to human oversight, 

ensuring that they cannot operate without it to prevent unintended consequences (European Commission, 2021; 

NYDFS, 2017). This is a condition that can restrict the independence of such systems, as financial institutions must 
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maintain groups of human operators to monitor and confirm AI decisions, which is likely to compromise the promised 

efficiency of automation. The next operational risk involves updating autonomous agents to ensure they align with 

changes in regulatory requirements. To this end, compliance with PCI DSS or Basel III may require improvements 

in the algorithms or data handling procedures of autonomous agents, necessitating ongoing updates to the system 

(Basel Committee on Banking Supervision, 2011). Inability to deal with these changes may lead to non-compliance, 

among other consequences, which could result in fines, reputational damage, or operational loss. 

 

Chapter 3: Legal Implications 

3.1 Liability Issues 

The use of self-governing security guards in banks and financial organizations presents a challenging liability issue, 

as they are empowered to make independent decisions. Assigning blame when things go wrong or result in a negative 

outcome when using such systems is a major thorn in the flesh, simply because conventional legal structures are 

designed to deal with human agents, not machines. 

 
Figure 3: A proposed self-aware security architecture (Adu-Kyere et al., 2023) 

 

3.1.1 Accountability for Autonomous Decisions 

If there is an autonomous security agent that fraudulently marked a legal transaction as a fraud, or missed a 

cyberattack, who would be to blame: the financial institution, the software maker, or the agent itself? Legal theorists 

believe that current liability frameworks, which may be tort law or contract law, do not suitably fit AI-driven decisions 

(Scherer, 2016). For example, if a customer suffers financial loss as a result of a decision made by an autonomous 

agent, the financial institution may be found liable in an action based on negligence or breach of duty; however, it is 

quite difficult to sue an AI automaton. Liability is all about foreseeability. Financial institutions must demonstrate 

that they have implemented reasonable measures, such as periodic auditing and effective human controls, to mitigate 

risks (Kingston, 2018). Nevertheless, decisions made by machine learning are hard to predict or explain due to the 

opaqueness, or characterization as black boxes, of the underlying algorithm, making it challenging to defend in the 

legal realm. Strict liability regimes for high-risk AI systems are being considered in some jurisdictions, such as the 

EU, where operators can be held liable regardless of whether they have acted in a manner that is incorrect or not 

(European Commission, 2021). 

3.1.2 Case Studies of Legal Precedents 

There are a few case precedents that outline autonomous security agents, although some similar cases are helpful. In 

2016, an algorithmic trading error court case (SEC v. Knight Capital Group) raised concerns about automated 

systems, and a software malfunction resulted in losses of half a billion dollars. According to the court, a failure to 

have in place the necessary controls in the case of the firm also resulted in liability, implying that financial institutions 
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applying autonomous agents can expect to be held accountable as well (Securities and Exchange Commission, 2013). 

Another relevant case is the 2018 Australian Royal Commission into Banking Misconduct, which exposed failures 

in automated fraud detection systems. The commission criticized banks for over-relying on automated tools without 

sufficient human oversight, leading to regulatory penalties (Hayne, 2019). These cases highlight the importance of 

establishing clear accountability mechanisms when deploying autonomous agents, as courts are likely to hold 

institutions accountable for system failures. 

3.2 Data Protection and Privacy Laws 

The autonomous security agents are based on extensive data used to identify threats, which brings the issue of data 

protection and privacy to the forefront. Global privacy laws must be adhered to in order to avoid legal charges and 

maintain customer confidence. 

3.2.1 Compliance with GDPR and Similar Regulations 

In the EU, the General Data Protection Regulation (GDPR) sets high standards for data processing, including 

transparency, data minimization, and the right to explanation of automated decisions (European Commission, 2016). 

These principles regarding autonomous security agents should be considered, with personal data processing 

conducted lawfully, allowing customers to question a company's decision to suspend an account through the use of 

AI. Other regulations, such as the California Consumer Privacy Act (CCPA) or the Personal Data Protection Act 

(PDPA) in Singapore, demand that financial institutions, among others, inform about their data usage and obtain 

consent to process it (California Department of Justice, 2020; Personal Data Protection Commission Singapore, 

2012). Failure to comply may lead to severe penalties, as evidenced by the case of a European bank being penalized 

for GDPR violations related to the automated processing of data, amounting to 20 million Euros in 2020 (European 

Data Protection Board, 2020). 

3.2.2 Implications for Data Handling Practices 

Utilization of autonomous agents requires sound data handling habits as a way of adhering to privacy legislation. 

Financial institutions must implement data encryption, data anonymization, and access controls to secure sensitive 

data processed by AI. For example, the GDPR stipulates that data should be used for specific purposes only, which 

contradicts the extensive analysis of data necessary to detect threats (Goodman & Flaxman, 2017). Additionally, there 

is complexity regarding compliance due to the cross-border nature of financial activities. Independent agents working 

on data privacy that crosses international political boundaries will be required to comply with the most stringent 

regulations, which, in the case of GDPR, prohibit any data transfers to the outside world beyond the EU. To comply 

with these demands, institutions may be required to localize data storage or employ secure cloud options, both of 

which will incur significant operational expenses. Audits and transparency reports should also be conducted regularly 

to demonstrate compliance and avoid regulatory scrutiny. 

 

Chapter 4: Ethical Considerations 

4.1 Ethical Frameworks for AI Decisions 

The application of autonomous security agents in financial institutions is posing some serious questions about how 

such systems make decisions. Ethical models provide guidelines to direct the actions of AI, ensuring it aligns with 

societal values. The IEEE Ethically Aligned Design framework emphasizes human rights, well-being, and 

accountability in systems (IEEE, 2019). In the case of autonomous security agents, this implies that decisions must 

be made with the primary consideration of fairness, non-discrimination, and respect for customer autonomy, such as 

flagging transactions or blocking accounts. The UNESCO Recommendation on the Ethics of AI (2021) also promotes 

principles such as proportionality and safety. It posits that the agents should strike a balance between the security 

demands and the rights of individuals. These frameworks are challenging to implement, as AI decision-making is 

inherently complex. Financial institutions must incorporate such ethical guidelines into the design and operation of 

autonomous agents, ensuring that decisions are rationalized and conform to moral principles. In this case, the example 

that should be avoided is excessive surveillance by agents that can violate customer privacy. According to Mittelstadt 
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et al. (2016), ethical frameworks should be actualized by transparent and frequent audits to clarify compliance, 

especially in sensitive contexts and applications, such as the finance industry. 

4.2 Transparency and Accountability 

The ethical use of autonomous security agents focuses on transparency and accountability. Transparency implies that 

customers and regulators should know how the agents arrive at their decisions, i.e., why the transaction was identified 

as fraudulent. That being said, machine learning models are immune to inspection by design (black box), causing an 

issue of explainability (Harrer, 2019). GDPR subjects the EU to GDPR, which requires automated decisions by an 

algorithm to have a right to explanation (European Commission, 2016). This requires financial institutions to create 

interpretable AI systems. Accountability means that there is someone liable for the actions of an agent, whether it is 

an institution, developer, or operator. A lack of accountability can erode trust, as mistakes occur, such as providing a 

false positive (e.g., mistakenly freezing accounts). The OECD AI Principles (2020) draw attention to the fact that 

organizations should develop mechanisms that allow for tracing the responsible person behind decisions. This can be 

ensured through the care of detailed logs and human-in-the-loop oversight, allowing AI decisions to be reviewed and 

corrected. This is essential in ensuring that people have confidence and that ethical standards are upheld. 

4.3 Potential Biases in Autonomous Systems 

Bias in autonomous security agents is a pressing ethical concern because it has the potential to produce unfair 

outcomes, such as targeting certain customer groups for fraud detection. Biases often stem from training data that 

reflect existing historical inequalities. Similarly, if a dataset overrepresents certain demographics as being prone to 

fraud, it might unfairly flag those transactions, thereby defying fairness principles (Huq, 2019). This can lead to 

discrimination, affecting confidence in the trust and exposing institutions to legal risks. To reduce bias, it is important 

to curate data and audit algorithms. Fairness-aware machine learning is one method that can help decrease 

discriminatory results, although it is not entirely bulletproof (Dwork et al., 2012). To ensure their system is unbiased, 

financial institutions are required to conduct regular tests and involve a variety of teams in the development of AI to 

identify any potential issues. The success of the Obermeyer et al. study (2020) on healthcare and biased algorithms 

misallocating resources serves as a warning to the finance industry, where such mistakes could affect vulnerable 

customers. Besides ethical considerations, there are societal implications of autonomous agents. Too much 

dependence on these systems without human input will lead to increased bias and fewer accountability issues. 

According to Stroppa (2023), human-in-the-loop solutions must be sustained to provide ethical governance, 

especially in the ethical identification and elimination of biases. The stakeholders that financial institutions need to 

address are also customers and regulators with whom they must interact, ensuring that the self-governing agent acts 

in the greater interest of the people. 

http://www.jetir.org/


© 2024 JETIR August 2024, Volume 11, Issue 8                                                                     www.jetir.org (ISSN-2349-5162) 

JETIR2408765 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org f564 
 

 

Figure 4: Blockchain-enabled federated learning for autonomous vehicles, a model for future financial security 

agents 

 

Chapter 5: Risk Management 

5.1 Identifying Risks Associated with Autonomous Agents 

Financial institutions utilize autonomous security agents to detect threats; however, these pose a unique type of risk. 

System failures, i.e., false positives/negatives, are technical risks that may halt operations or overlook major threats 

(Osoba & Welser, 2017). For example, misidentifying genuine transactions as fraudulent by an agent may 

inconvenience customers, whereas failing to analyze an attack may lead to data breaches. Another risk is legal risk, 

i.e., the consequences of non-compliance with regulations such as GDPR, which may result in fines (European 

Commission, 2016). As ethical risks, bias in decision-making can result in the inappropriate treatment of customers, 

thereby damaging trust and reputation (Huq, 2019). The risks associated with operations include overdependence on 

automation, which can minimize the level of human skills in complex cases. 

5.2 Strategies for Mitigating Legal and Ethical Risks 

Risk mitigation is a complex situation. To mitigate the risks of legal consequences, financial institutions must 

coordinate with independent agents to comply with regulations, such as the GDPR and CCPA, and implement the 

most secure system of data encryption and anonymization (California Department of Justice, 2020). Frequent 

compliance audits help maintain changing standards. Discriminatory results can be addressed by mitigating ethical 

risks, such as bias, through the deployment of fairness-sensitive algorithms and diverse data training to suppress bias 

expressions (Dwork et al., 2012). It is paramount to be transparent; using explainable AI models, institutions must 

make their decision-making processes transparent, which aligns with the GDPR's right to explanation (Goodman & 

Flaxman, 2017). Clearly defined accountability structures, such as the appointment of human overseers to monitor 

activity, help reduce both legal and moral issues (IEEE, 2019). 
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5.3 Role of Human Oversight 

Human control is necessary to mitigate the risks posed by autonomous security agents. Laws such as the proposed 

AI Act in the EU incorporate a human-in-the-loop mechanism for high-risk AI systems, enabling validation of 

decisions and rectification of mistakes (European Commission, 2021). Human checks and balances ensure that agents 

act in accordance with moral and legal provisions, especially in sensitive areas such as account suspensions. For 

example, false positives can be prevented through human review, which is detrimental to the customer experience. 

By educating employees on how AI processes work, the effectiveness of control can be increased, and frequent audits 

of the systems enable the identification and mitigation of risks in advance (Stroppa, 2023). Institutions regain control 

in human hands, thereby balancing the two factors—efficiency of automation and accountability—thereby promoting 

trust and compliance. 

 

Chapter 6: Cross-Jurisdictional Challenges 

6.1 Differences in Legal Standards 

Different jurisdictions have different legal standards, which pose a major challenge to autonomous security agents in 

financial institutions. The GDPR data security requirements in the European Union are exceptionally stringent 

regarding access to information, and the regulations categorize AI systems as high-risk, requiring human supervision 

(European Commission, 2016). The United States, on the other hand, has no general regulation tailored towards AI; 

instead, it addresses AI on a sector-specific basis, including the Gramm-Leach-Bliley Act (GLBA) (Federal Trade 

Commission, 1999). The Cybersecurity Law of China in Asia not only obliges the localization of data but also limits 

cross-border data flows essential to autonomous entities (Cynistalso limits China, 2017). Such differences make 

compliance by global financial institutions complex, as an agent must be customized to fit the different norms, which 

makes them complex and costly to deal with. 

6.2 Harmonization of Regulations 

Consistency of rules across different jurisdictions necessitates facilitating the easy deployment of security agents 

through autonomy. Global AI governance is characterized by inconsistencies, as the risk-based AI Act in the EU 

contrasts with the prescriptive Deep Synthesis Provisions in China (European Commission, 2021; Cyberspace 

Administration of China, 2023). Initiatives such as the OECD AI Principles support the development of universal 

norms, placing a strong focus on openness and responsibility (OECD, 2020). However, harmonization is challenging 

to achieve due to economic and political disparities. The most recent examples of standards that may be used include 

the GDPR, and financial institutions tend to implement them as a more demanding list. Although this approach 

reduces the risk of violating regulations, it also restricts innovation and increases costs. The focus on AI governance 

is being discussed on international platforms, such as the G20, to harmonize the regulations, but the rate of progress 

is slow (G20, 2019). 

6.3 Case Studies of International Cooperation 

International collaboration can address cross-jurisdictional issues. Providing safe data delivery, the EU-US Data 

Privacy Framework (2023) enables autonomous agents to operate in the specified regions, aligning with the GDPR 

and the liabilities of the U.S. (European Commission, 2023). Another example is the Asia-Pacific Economic 

Cooperation (APEC) Cross-Border Privacy Rules (CBPR) system, which ensures that data protection standards are 

harmonized across member economies, facilitating the adoption of AI systems in jurisdictions such as Singapore and 

Japan by financial institutions (APEC, 2019). These programs demonstrate that collaborative systems can reduce 

compliance burdens; however, weaker areas need to be addressed in regions like China, where regulations are 

particularly stringent. Case reports emphasize the necessity of a continuing discourse that should coordinate legal 

conventions and promote global activities. 

 

Chapter 7: Future Trends and Directions 

The future of autonomous security agents in financial organizations will be affected by the emerging legal and ethical 

framework, investment in AI technology, and the rising stakeholder activity, and it will demand flexible approaches 
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to the struggle between innovation and established rules, and new regulations, such as the AI Act in the EU and 

worldwide efforts, such as AI Principles by the OECD, will lead to greater control over agents, requiring responsible 

and transparent systems, and the innovation of explainable AI and federated learning will result in improved threat 

detection and data privacy, making the agents operate effectively across different jurisdictions (European 

Commission, 20). An imperative role will be played by the cooperation among stakeholders, such as public-private 

partnerships and multi-national forms of cooperation, such as the EU-US Data Privacy Framework, to harmonize the 

standards and accommodate the cross-jurisdictional issues in a way that respects ethical principles and regulatory 

needs, and prevents customer loss (European Commission, 2023). 

 

Conclusion 

Autonomous security agents represent a revolutionary new instrument among financial institutions, enhancing both 

security and operational effectiveness. However, given their independence, some important legal and moral concerns 

pertinent to accountability, personal data privacy, and discrimination emerged. The solution to these challenges needs 

to be based on a balanced approach, which would include the regulation, ethical principles, and even human 

supervision. The variability in cross-jurisdictional deployments also complicates matters, underscoring the 

importance of cross-national cooperation and unified standards. Proactive approaches help financial organizations 

capitalize on the potential of autonomous agents, minimizing risks to the greatest extent possible in the rapidly 

evolving digital finance landscape. 
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