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Abstract— One Nowadays Artificial intelligence and Machine learning is spreading like magic in  every field. So, how hacking 

can be stay backword?. But question arises that where should be the AI fits in this field?, means if AI can be used for hacking but 

more than that it is important that most of sites, apps, servers using AI for their working, so it is more difficult to achieve Hacking 

of that AI. Also cyber security uses AI for providing Security in cyber field. So, we are going to discuss in this paper about both 

the way use of AI for hacking and also for hacking of AI. Which is more relevant  and crucial. 

 Index Terms — Artificial Intelligence (AI), Machine Learning,  

 

                                                                               I    INTRODUCTION 

Artificial intelligence andMachine learning algorithms will improve security solutions, helping human analyst’s 

threats and close vulnerabilities quicker. But they are also going to help threat actors launch bigger, more 

complex attacks. Machine learning and artificial intelligence (AI) are becoming a core technology for some 

threat detection and response tools. The ability to learn on the fly and automatically adapt to changing cyber 

threats give security teams an advantage. However, some threat actors are also using machine learning and AI to 

scale up their cyber-attacks, evade security controls, and find new vulnerabilities all at an unprecedented pace 

and to devastating results. [1] 

Unlike traditional software, where flaws in design and source code account for most security issues, in AI 

systems, vulnerabilities can exist in images, audio files, text, and other data used to train and run machine 

learning models.The problem of finding software vulnerabilities seems well-suited for ML systems. Going 

through code line by line is just the sort of tedious problem that computers excel at, if we can only teach them 

what a vulnerability looks like. There are challenges with that, of course, but there is already a healthy amount of 

academic literature on the topic and research is continuing. If AI makes a mistake in a recommendation system in 

the retail industry, it is tolerable. However, if a self-driving car makes a mistake, it can even lead to people 

getting injured or losing lives.  

The gravity of these AI applications calls for an extensive talk on machine learning security. A machine learning 

algorithm can propagate itself in many ways. People with malicious intentions can recognize specific flaws in an 

AI system. If they do that before data scientists who created it, the results can be catastrophic. Dat a science and 

cybersecurity tasks are to develop solutions to counter these attacks.  [2] 

 

II.    Literature Survey 

Some of the most notable emerging threats stem from the rapid maturing and proliferation of artificial 

intelligence, experts say. Security officials have witnessed hackers adopt AI at a pace that rivals — and 

sometimes surpasses — that of enterprise technology teams. The potential of AI-enabled attacks wasn’t 

unexpected. According to a 2019 Forrester Research report, 80% of cybersecurity decision-makers expected AI 

to increase the scale and speed of attacks and 66% expected AI “to conduct attacks that no human could 

conceive of.” The report further stated that “these attacks will be stealthy and unpredictable in a way that 
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enables them to evade traditional security approaches that rely on rules and signatures and only reference 

historical attacks.” 

Cybersecurity leaders point to additional emerging threats posed by AI — and more specifically generative AI. 

First up is the hackers’ use of gen AI to develop malware. There’s also their use of it to create more phishing 

and smishing messages with content that accurately mimics the language, tone, and design of legitimate 

emails. 

As Ruchie says “The phishing emails today are getting savvier, but generative AI is sure to ramp that up to a 

level not seen before.” 

McGladrey says. Hackers can now use gen AI to create phishing campaigns with believable text in nearly any 
language, including those that have seen fewer attack attempts to date because the language is hard to learn or 

rarely spoken by non-native speakers.“If nothing else, generative AI does a great job at translating content, so 

countries that haven’t experienced many phishing attempts so far may soon see more,” McGladrey adds. 

 

Others warn that other AI-enabled threats are on the horizon, saying they expect hackers will use deepfakes to 

mimic individuals — such as high-profile executives and civic leaders (whose voices and images are widely 

and publicly available for which to train AI models). 

“It’s definitely something we’re keeping an eye on, but already the possibilities are pretty clear. The 

technology is getting better and better, making it harder to discern what’s real,” says Ryan Bell 

 Therefore, we predict that AI-enabled attacks will become more widespread among less skilled attackers in 

the next five years. As conventional cyberattacks will become obsolete, AI technologies, skills and tools will 

become more available and affordable, incentivizing attackers to make use of AI-enabled cyberattacks.” 

Wrnings recently came from Voyager18, the cyber risk research team, and security software company Vulcan. 

These researchers published a June 2023 advisory detailing how hackers could use generative AI, including 

ChatGTP, to spread malicious packages into developers’ environments. 

Wuchnersays the new threats posed by AI don’t end there. He says organizations could find that errors, 

vulnerabilities, and malicious code could enter the enterprise as more workers — particularly workers outside 

IT — use gen AI to write code so they can quickly deploy it for use. 

“All the studies show how easy it is to create scripts with AI, but trusting these technologies is bringing things 

into the organization that no one ever thought about,” Wuchner adds. 

 

Quantum computing 

The United States passed the Quantum Computing Cyber security Preparedness Act in December 2022, 

codifying into law a measure aimed at securing federal government systems and data against the quantum-

enabled cyberattacks that many expect will happen as quantum computing matures. 

Several months later, in June 2023, the European Policy Centre urged similar action, calling on European 

officials to prepare for the advent of quantum cyberattacks — an anticipated event dubbed Q-Day. 

According to experts, work on quantum computing could advance enough in the next five to 10 years to reach 

the point where it has the capability of breaking today’s existing cryptographic algorithms — a capability that 

could make all digital information protected by current encryption protocols vulnerable to cyberattacks. 

“We know quantum computing will hit us in three to 10 years, but no one really knows what the full impact 

will be yet,” Ruchie says. Worse still, he says bad actors could use quantum computing or quantum computing 

paired with AI to “spin out new threats.” 

Data and SEO poisoning 

Another threat that has emerged is data poisoning, says Rony Thakur, collegiate associate professor at the 

University of Maryland Global Campus’ School of Cybersecurity and IT. 

With data poisoning, attackers tamper or corrupt the data used to train machine learning and deep-learning 

models. They can do so using a variety of techniques. Sometimes also called model poisoning, this attack aims 

to affect the accuracy of the AI’s decision-making and outputs. 

As Thakur summarizes: “You can manipulate algorithms by poisoning the data.”[3] 
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III. ROLE OF AI IN HACKING 

There are some common ways of hacking which hackers are using these days. Here are some of them. 

 

1. Phishing Emails: 

Phishing is a lucrative type of fraud in which the criminal deceives receivers and obtains confidential 

information from them under false pretenses. Phished emails may direct the users to click on a link of a 

website or attachment where they are required to provide confidential information like passwords, credit 

card information etc. The phisher sends out the messages to thousands of users and usually only a small 

percentage of recipients may fall into the trap but this can result in high profits for the sender.[3] Attackers 

aren't just using machine-learning security tools to test if their messages can get past spam filters. They're 

also using machine learning to create those emails in the first place, they’re advertising the sale of these 

services on criminal forums. They're using them to generate better phishing emails. To generate fake 

personas to drive fraud campaigns. 

These services are specifically being advertised as using machine learning, and it's probably not just 

marketing. 

Machine learning allows attackers to customize the phishing emails in creative ways so that they don't show 

up bulk emails and are optimized to trigger engagement -- and clicks.  They don't stop at just the text of the 

email. AI can be used to generate realistic-looking photos, social media profiles, and other materials to make 

the communication seem as legitimate as possible. 

2. Better password guessing 

Criminals are also using machine learning to get better at guessing passwords. Criminals are building better 

dictionaries and to hack stolen hashes.They're also using machine learning to identify security controls, so 

they can make fewer attempts and guess better passwords and increase the chances that they'll successfully 

gain access to a system.Pass GPT is one of the best example of AI for Password guessing. When passGPT 

was introduced and the technology shot to fame, experts started to think about what it would mean for 

cybersecurity. Although, happily, we have not yet observed the technology being utilized in significant 

attacks by bad actors, security professionals have been showcasing smart applications of generative AI to 

strengthen cybersecurity.The purpose of PassGPT is to assist users to build stronger, more 

complicated passwords and to identify potential passwords based on some inputs, even though some 

of its features may seem frightening. The model employs a cutting-edge method called progressive 

sampling, which constructs passwords one character at a time to make them more difficult to 

decipher. Additionally, the model surpasses earlier models that made use of generative adversarial 

networks (GANs), which are made up of two competing networks that attempt to deceive one 

another using genuine or false content. 

The algorithm can also calculate the likelihood of any given password and examine its strength and flaws.  

Also the model may identify patterns that, while powerful by conventional standards, are very simple to 

predict using generative approaches. Additionally, he claimed that the model could handle passwords in 

various languages and deduce new passwords not included in its database.This is the Good side of AI but 

Attackers using it for better password guessing for Hacking purpose also. [4] [5] 

IV  Hacking of AI 

Artificial Intelligence and machine learning (ML) systems become a staple of everyday life, the security 

threats they entail will spill over into all kinds of applications we use. Unlike traditional software, where 

flaws in design and source code account for most security issues, in AI systems, vulnerabilities can exist in 
images, audio files, text, and other data used to train and run machine learning models.  The problem of 

finding software vulnerabilities seems well-suited for ML systems. Going through code line by line is just 

the sort of tedious problem that computers excel at, if we can only teach them what a vulnerability looks 
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like. There are challenges with that, of course, but there is already a healthy amount of academic literature 

on the topic and research is continuing. There’s every reason to expect ML systems to get better at this as 

time goes on, and some reason to expect them to eventually become very good at it. With artificial 

intelligence used for consequential applications, concerns grow about security. If AI makes a mistake in a 

recommendation system in the retail industry, it is tolerable. However, if a self-driving car makes a mistake, 

it can even lead to people getting injured or losing lives. [2] 

Problems with AI Securities: 

Artificial intelligence security problems often manifest themselves as exploitations of machine learning techniques. 

The algorithms are tricked into making a wrong assessment of the whole situation. When the input is wrong, the 
output contains wrong, or even fatal decisions. AI/ML systems hold the same opportunities for exploitation and 

misconfigurations as any other technology, but it also has its own unique risks. As more enterprises focus on major 

AI-powered digital transformations, those risks only grow in vulnerability. 

There are 2 critical assets in AI. The first is data, big data. This is how AI can learn/train and infer its predictions 

and insights. The second asset is the data model itself. The model is the result of training the algorithm with big data 

and this is a competitive edge of every company. Data driven companies should design a solution to secure both big 

data and data models to protect their AI projects. [2] 

Different possible ways of hacking of AI: 

Adversarial attacks on AI systems: Adversarial attacks include writing inputs specifically designed to 

mislead an ML model. This results in an incorrect output or an output that it wouldn't give in other 

circumstances, including results that the model could be specifically trained to avoid. The impact of an 

attacker successfully generating adversarial examples can range from negligible to critical, and depends 

entirely on the use case of the AI classifier. 

Data Poisoning:Another common way that adversaries could attack ML systems is via data poisoning, 

which entails manipulating the training data of the model to corrupt its learning process, Fabian explained.  

Data poisoning has become more and more interesting. Anyone can publish stuff on the internet, including 

attackers, and they can put their poison data out there. So we as defenders need to find ways to identify 

which data has potentially been poisoned in some way. These data poisoning attacks include intentionally 

inserting incorrect, misleading, or manipulated data into the model's training dataset to skew its behavior and 

outputs. An example of this would be to add incorrect labels to images in a facial recognition dataset to 

manipulate the system into purposely misidentifying faces.  

 

Prompt injection attacks: 

Prompt injection attacks on an AI system entail a user inserting additional content in a text prompt to 

manipulate the model's output. In these attacks, the output could result in unexpected, biased, incorrect, and 

offensive responses, even when the model is specifically programmed against them. Since most AI 

companies strive to create models that provide accurate and unbiased information, protecting the model 

from users with malicious intent is key. This could include restrictions on what can be input into the model 

and thorough monitoring of what users can submit. 

 

 

Backdoor attacks on AI models: 

Backdoor attacks are one of the most dangerous aggressions against AI systems, as they can go unnoticed 

for a long period of time. Backdoor attacks could enable a hacker to hide code in the model and sabotage the 
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model output but also steal data. On the one hand, the attacks are very ML-specific, and require a lot of 

machine learning subject matter expertise to be able to modify the model's weights to put a backdoor into a 

model or to do specific fine-tuning of a model to integrate a backdoor," Fabian explained. These attacks can 

be achieved by installing and exploiting a backdoor, a hidden entry point that bypasses traditional 

authentication, to manipulate the model.On the other hand, the defensive mechanisms against those are very 

much classic security best practices like having controls against malicious insiders and locking down 

access," Fabian added.Attackers also can target AI systems through training data extraction and 

exfiltration.[1] 

  V  CONCLUSION 

For almost all of history, hacking has exclusively been a human activity. Searching for new hacks requires 

expertise, time, creativity, and luck. When AIs start hacking, that will change. AIs won’t be constrained in 

the same ways or have the same limits as people. They won’t need to sleep. They’ll think like aliens. And 

they’ll hack systems in ways we can’t anticipate. 

The intersection of hacking and AI is an area of ongoing research and concern within the field of cyber 

security. Here are some key conclusions and considerations based on the state of knowledge up to that 

point: 

 

Increased Sophistication of Attacks: The integration of AI technologies in cybersecurity has led to more 

sophisticated hacking techniques. Attackers can leverage AI algorithms to automate and optimize their 

attacks, making it challenging for traditional security measures to detect and defend against them. 

 

AI-Powered Defense: On the defensive side, AI is also being used to enhance cybersecurity measures. 

Machine learning algorithms can analyze vast amounts of data to identify patterns, anomalies, and potential 

security threats more efficiently than traditional methods. 

 

Adversarial Attacks: Adversarial attacks involve manipulating or tricking AI systems by feeding them 

specially crafted inputs. In the context of cybersecurity, adversaries may use adversarial attacks to deceive 

AI-based security systems, leading to potential vulnerabilities. 

 

Threats to AI Models: AI models themselves can be targeted. If an attacker gains access to or manipulates 

the training data of an AI system, they may influence the model's behavior and compromise its security. 

 

Ethical and Regulatory Challenges: The use of AI in hacking raises ethical concerns, and there's a need for 

responsible development and deployment of AI technologies. The lack of clear regulations and standards in 

this rapidly evolving field poses challenges in ensuring the ethical use of AI in both offensive and 

defensive cybersecurity strategies. 

 

Continuous Evolution: The landscape of hacking and AI is continually evolving. As new AI technologies 

are developed, hackers and cybersecurity professionals adapt their strategies. Staying ahead of potential 

threats requires ongoing research, collaboration, and the development of innovative security measures. 
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