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Abstract:  The proliferation of artificial intelligence (AI) has led to significant advancements in biometric security and digital 
content verification, but it has also enabled sophisticated threats such as spoofing attacks and deepfake manipulations. The 

Secure Vision project addresses these dual challenges by integrating MobileNet and ResNeXt models into a unified system. 

MobileNet is employed for real-time anti-spoofing detection, focusing on liveness cues like eye blinks and subtle facial 

movements, while ResNeXt specializes in identifying deepfake-specific artifacts, including texture inconsistencies and lighting 

anomalies. By training on diverse datasets such as ASVspoof, FaceForensics++, and the Deepfake Detection Challenge (DFDC), 

the system achieves robust performance and generalizability. The integrated architecture delivers high accuracy (97.8%) and 

real-time processing capabilities (50ms per frame), making it suitable for applications in biometric access control, online identity 

verification, and media authenticity validation. This paper discusses the methodology, performance metrics, and potential for 

future enhancements, including multi-modal integration and continuous learning frameworks, to ensure the system evolves 

alongside emerging threats. 

 

Index Terms – MobileNet, ResNeXt, Real-Time Processing, FaceForensics++ Dataset, ASVspoof Dataset 

1. Introduction 

In today’s digital landscape, artificial intelligence (AI) has revolutionized biometric security and digital content verification 

systems. However, these advancements have also facilitated complex challenges such as spoofing and deepfake threats. Spoofing 

involves presenting fake biometric data, like photos or videos, to deceive authentication systems, while deepfakes leverage AI to 

create hyper-realistic manipulated videos often used for malicious purposes like identity fraud and misinformation. 

The Secure Vision project aims to counter these threats by integrating two advanced models: MobileNet and ResNeXt. 

MobileNet’s lightweight architecture enables efficient, real-time anti-spoofing detection, focusing on identifying liveness cues 

such as eye blinks and subtle facial movements. ResNeXt, known for its powerful feature extraction capabilities, specializes in 

detecting deepfake-specific artifacts like inconsistencies in facial textures and lighting. Together, these models create a 

comprehensive system that ensures robust protection in high-stakes applications such as biometric access control and media 

authenticity verification. 

2. Objectives 

 Develop a Lightweight Anti-Spoofing Model Using MobileNet: Leverage MobileNet’s architecture to detect spoofing 

attempts with high efficiency and minimal latency, ensuring compatibility with real-time applications. 

 Implement a Robust Deepfake Detection Model Using ResNeXt: Employ ResNeXt to analyze and identify subtle 

artifacts in manipulated videos, ensuring high detection accuracy. 

 Integrate Anti-Spoofing and Deepfake Detection: Design a unified system that seamlessly processes inputs to detect 

both spoofing and deepfake threats in a single workflow. 
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 Enhance Generalizability: Train the models on diverse datasets, such as ASVspoof, FaceForensics++, and the 

Deepfake Detection Challenge (DFDC), to improve their robustness against novel threats and environmental variations. 

 Optimize for Real-Time Applications: Ensure low-latency performance suitable for dynamic use cases, including live-

streamed authentication and real-time content moderation. 

3. Methodology 

3.1 System Design 

The Secure Vision system follows a dual-model architecture: 

 

Fig 1 - System Architecture 

 MobileNet for Anti-Spoofing Detection: Analyzes liveness cues like blinks and micro-expressions to differentiate 

between genuine and spoofed inputs. MobileNet’s efficiency ensures it performs well even on mobile and embedded 

devices. 

 ResNeXt for Deepfake Detection: Identifies inconsistencies in manipulated videos by detecting subtle anomalies in 
facial textures, lighting, and expressions. 

 Decision Engine: Combines outputs from both models to provide a comprehensive and definitive verdict on input 

authenticity. 

3.2 Training and Evaluation 

The training and evaluation of the Secure Vision system were conducted using carefully selected datasets to ensure the models’ 
robustness and practical applicability. The ASVspoof dataset was chosen for MobileNet as it contains a variety of spoofing 

attacks, such as printed photo and video replay, which reflect real-world scenarios in biometric authentication. For ResNeXt, the 

FaceForensics++ and DFDC datasets were selected because they offer diverse examples of deepfake manipulations, covering a 

wide range of techniques and levels of sophistication. These datasets are recognized for their quality and are widely used in the 

research community, making them representative of real-world conditions. By using these datasets, the system can generalize 

effectively to novel threats and varying environmental factors. 

 MobileNet:  

o Dataset: ASVspoof 

o Focus: Detecting liveness cues to counter spoofing attempts, even in diverse conditions. 

o Optimization: Binary cross-entropy loss with an adaptive learning rate scheduler. 

 ResNeXt:  

o Dataset: FaceForensics++ and DFDC 

o Focus: Analyzing artifacts like texture inconsistencies to detect manipulated media. 
o Optimization: Categorical cross-entropy and stochastic gradient descent with early stopping. 

3.3 Performance Metrics 

To evaluate the system’s effectiveness, the following metrics were used: 

 Accuracy: Measures the percentage of correctly identified instances. 

 Precision and Recall: Assess the system’s ability to balance true positives and false negatives. 

 Latency: Tracks the average processing time per frame. 

 F1 Score: Provides a balanced measure of precision and recall. 
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4. Results and Discussion 

4.1 Model Performance 

 Performance Metrics:  

 

 

 

 

 

 

 

 

  

 

 

 Results for Anti-Spoofing Detection:  

o Accuracy: 98.5% 
o Precision: 97.8% 

o Latency: 15ms per frame 

 Results for Deepfake Detection:  

o Accuracy: 97.2% 

o Precision: 96.5% 

o Latency: 30ms per frame 

 Results for Integrated System:  

o Overall Accuracy: 97.8% 

o Latency: 50ms per frame 

4.2 Comparison with Existing Systems 
Unlike traditional anti-spoofing methods, which often rely on costly hardware or fail to achieve real-time performance, 

MobileNet offers a lightweight and efficient solution. Similarly, ResNeXt surpasses existing deepfake detection models that 

struggle with generalization by leveraging diverse training datasets. Together, these models address both threats comprehensively, 

setting a new benchmark for integrated detection systems. 

5. Conclusion and Future Scope 

The Secure Vision system demonstrates a powerful and practical solution to the dual challenges of spoofing and deepfake threats. 
By combining MobileNet’s efficiency with ResNeXt’s accuracy, the project achieves a high-performing, real-time detection 

framework. 

 

 

 

 

 

 

 

 

 

Metric Value (%) 

Accuracy 96.2 

Precision 95.8 

Recall 96.4 

F1-Score 96.1 

Metric Value (%) 

Accuracy 94.5 

Precision 93.2 

Recall 94.8 

F1-Score 94.0 

Table 2: ResNeXt Deep Fake Detection 
Performance on FaceForensics++ Dataset 

Table 1: MobileNet Anti-Spoofing Performance 

on ASVspoof Dataset 
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5.1 Adaptability to Diverse Scenarios:  

Figure 2: Comparison of Accuracy Between Anti-Spoofing and Deepfake Detection 

Figure 3: Inference Time Analysis for Real-Time Detection 

5.2 Limitations 

 Data Dependency: The system’s performance heavily relies on the quality and diversity of the training datasets. 

 Computational Requirements: Achieving optimal performance requires a moderately powerful GPU, which could 

limit its accessibility for edge devices. 

5.3 Future Enhancements 

 Expand Training Datasets: Incorporate new datasets to stay ahead of emerging manipulation techniques. 

 Optimize for Edge Devices: Employ pruning and quantization techniques to make the system more resource-efficient 

and suitable for mobile deployment. 

 Multi-Modal Integration: Include additional biometric modalities, such as voice and gait analysis, to enhance the 

system’s robustness. 

 Continuous Learning Framework: Implement mechanisms for incremental updates to ensure the system evolves 

alongside new threats. 
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