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Abstract :  In today's digital age, where technology continues to blur the lines between the physical and virtual worlds, the way 

humans interact with computers is undergoing a significant transformation. Hand-tracking technology, which has seen substantial 

advancements in recent years, offers a more natural and engaging way for users to interact with digital environments. By leveraging 

this technology, the proposed system aims to transcend traditional input methods, such as mouse and touch, which can often feel 

restrictive and less engaging.  In addition, adding Large Language Models (LLM) to effectively process the input marks it’s possible 

use in various applications. This paper addresses the challenge of developing a robust and accessible hand-tracking based drawing 

application that works efficiently with widely available hardware, such as webcams. 

 

IndexTerms - Computer Vision, Hand Gesture Recognition, LLM. 

I. INTRODUCTION 

With the advent of technology, people are spending a lot of time online and perform multiple activities in the virtual world. With 

this, the interaction of human with machines has undergone a dramatic change. Traditionally, humans used input devices like keypad, 

mouse, touch screen etc. for effective communication with machines. Over the time, non-contact inputs like as voice, facial 

expressions, physical motions, and gestures are used as inputs for many applications [1]. With vision-based techniques, a camera is 

used to provide contactless communication between humans and machines. Computer vision cameras are widely available, 

inexpensive and easy to use. Hand gestures is an effective communication method which is why many researchers worked on hand 

gestures recognition for various applications [2]. Hand-tracking technology, which allows users to use their natural gestures to interact 

with digital devices, holds the promise of creating a more engaging and accessible user experience. Such interfaces feel more intuitive 

and engaging, making it easier for users to interact with digital content. 

This paper explores a way of developing a robust and accessible hand-tracking based teaching aid application. The application is 

designed to capture real-time video from the webcam, process the video feed to detect and track hand movements, and translate those 

movements into drawing actions on a virtual canvas. This approach not only enhances the user experience but also opens up new 

possibilities for interactive applications across various domains, including education, entertainment, and creative arts. 

 

II. LITERATURE  REVIEW  

Hand gesture recognition is a widely used technology in various applications in the past. In [3], authors used two colored markers 

on the tips of the fingers to generate eight hand gestures. These movements were detected and fed as instructions to computer for 

specific tasks. [4] showed use of a data glove with ten sensors to collect gesture data. It measured the joint angles of five fingers as 
main parameter. In a system presented in [5], a red-colored LED light source was attached to the finger of the user. Hand movements 

were tracked by tracking light movements. But system had basic assumption that user writes only English alphabets which will be 

recognized, send to text editor and also that there is no other red color object in the focus of webcam. [6] used Ultrasonic Distance 

Sensors to identify hand gestures. The distance between the hand and the distance sensor was used to record the gestures. [7] used 

a skeleton based model which used the geometric shape of the hand along with hand skeleton linked joints. [8] used Neural Network 

where contour of the hand is used as the feature to recognize static hand gestures in an image or video for Nepali Sign Language 

(NSL) recognition. [9] used Leap Motion Controller, which can track hands for creating a painting application. [10] demonstrated 

a glove with an attached ping pong ball to track the hand gestures and write on the screen. Most of these systems heavily relied on 

some sensor or physical device as an additional hardware.  [11] created a virtual paint application by using computer vision and 

hand tracking. [12] used Convolution Neural Networks is for detecting and recognizing drawn gesture in front of camera specifically 

for English text. 
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III. METHODOLOGY 

The proposed application is developed as an educational aid where a user can make a drawing or write some text as he/she would 

write on a black board in a class room setting. The advantage of the system is; it does not need any specialized hardware or sensors 

for the same. Also it is contact less, virtual and can be used from anywhere. A user standing in front of a webcam can just start writing 

in air i.e. a virtual canvas provided by the system. Overall architecture of the application is both robust and adaptable, ensuring that 

the application performs well under various conditions. The working flow of the proposed virtual board application is shown in Fig 

1. Based on index finger movements of either hand, a user can draw some shapes or text on virtual canvas. The final image is saved 

in jpeg format. If the user wants to process the text from hand-written image, the saved image is passed on to an OCR module. This 

module extracts text from the input image and saves it in a text editor for future usage. If an input image contains a simple 

mathematical equation, user may wish to execute it and find result. In such a case the extracted text is sent to chatGPT, which 

evaluates it and gives result. ChatGPT is an AI-powered chatbot that uses an LLM to understand and generate human-like text.   

 

 
Fig. 1 Workflow of Proposed Application 

 

Drawing module is the heart of this application. Figure 2 gives additional details to the working of drawing module. The key 

components are:  

1. Video Capture: The system captures live video feed from a standard webcam. This video feed serves as the primary input for 

the application. The system captures frames from the video, flips them for a mirror effect, and converts them to RGB format 

for hand tracking. This preprocessing step ensures that the video feed is suitable for hand landmark detection. 

2. Hand Tracking: The Mediapipe library is used to detect and track hand landmarks in the video feed. Mediapipe is a powerful 

tool that provides high-fidelity tracking of hand movements in real-time [13]. 

3. Gesture Recognition: The system identifies specific hand gestures, such as drawing, colour selection, and canvas clearing. This 

is achieved by analyzing the hand landmarks detected by Mediapipe.  

4.  Drawing Module: Based on the detected gestures, the system renders lines and shapes on the virtual canvas. The drawing module 

ensures that the hand movements are accurately translated into drawing actions. Drawing points are stored in deques for different 

colours, allowing efficient addition and removal of points. This ensures smooth and continuous drawing. Colour selection and 

canvas clearing are implemented based on the position of specific fingers in the hand landmarks. This allows users to control 

the application using simple and intuitive gestures. To complete the drawing a user can touch index finger and thumb. 

5. Frame Rendering: The completed Canvas image is saved to the storage device. The images are saved or screenshot is taken 

when the program detects both the hands on the screen. 

 

 
Fig. 2 Detailed working of Drawing Module 

IV. RESULTS 

Figure 3 shows operational mode of the drawing module. It clearly indicates hand landmark points as detected by mediapipe. It 

shows that a user has selected blue color and has started drawing on the virtual canvas. Figure 4 depicts a sample input a user can 

provide on the virtual board. Figure 5 shows sample image captured by drawing module. As the text contains a mathematical equation, 

this string “WHAT IS?” is added to the image. This image is passed to OCR module, the extracted text is displayed as shown in 
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Fig.56. This image is then passed on to Evaluate module i.e. ChatGPT. ChatGPT is turn calculates and returns result as shown in 

Fig.7. 

 

Fig. 3 Operational Drawing Module   Fig. 4 User input on Virtual Board 

 

 

 
Fig. 5 Sample Image Captured   

Fig. 6 Text Extracted by OCR Module  

 

 
Fig. 7 Result from ChatGPT 

 

 

IV. CONCLUSION AND FUTURE WORK 

 This paper demonstrates a hand-tracking based drawing application using computer vision and a LLM based ChatGpt 

model. It provides an intuitive and interactive user experience, allowing users to draw on a virtual canvas using natural hand 

gestures. It can be used as a teaching tool with basic shapes, colors and also as a simple calculator. The input drawing is saved as a 

Jpeg image. If the input has text rather than drawing it is saved with a text editor. Results for simple calculations ae computed 

quickly. By leveraging widely available hardware and open-source software, this application becomes more accessible and practical 

for everyday use.  While it is very feasible and effective, there are several areas for future improvement and development:  
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 Enhancing Gesture Recognition Accuracy: Future work could focus on improving the accuracy of gesture recognition by 

incorporating more advanced machine learning techniques and training the system on a larger dataset of hand gestures.  

 Adding More Gestures: Additional gestures could be implemented to expand the functionality of the application. For example, 

gestures for drawing different shapes, erasing, or adjusting brush sizes could be added. 

 Multi-User Support: Future versions of the application could support multiple users, allowing collaborative drawing sessions. 

This would involve detecting and tracking multiple sets of hand landmarks simultaneously.  

 Extending to Other Platforms: The application could be extended to support other platforms, such as mobile devices and 

tablets, providing greater flexibility and accessibility.  

 Integrating with Other Applications: Integrating the hand-tracking drawing application with other creative and educational 

tools could enhance its utility and appeal. For example, it could be used in conjunction with digital art programs, virtual 
whiteboards, or interactive learning environments. 
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