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Abstract: Credit card fraud is a major challenge in the financial sector, necessitating advanced detection techniques to prevent 

unauthorized transactions and minimize losses. This study presents a hybrid machine learning model that integrates XGBoost 

for supervised learning and Isolation Forest for unsupervised anomaly detection, enhancing fraud detection accuracy. The 

model is trained on real-world transaction data, leveraging SMOTE for handling class imbalances and feature engineering 

for improved performance. To enable real-time fraud detection, the system incorporates Apache Kafka for transaction 

streaming and a Flask API for instant fraud prediction. The hybrid approach effectively reduces false positives while 

maintaining high precision and recall. Experimental results demonstrate superior ROC-AUC scores compared to traditional 

methods, highlighting the system’s potential as a secure, scalable, and efficient fraud detection framework for financial 

institutions. 
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1. INTRODUCTION 

Credit card fraud has emerged as a significant challenge in the financial sector, leading to substantial economic losses and 

undermining consumer trust in digital transactions [1]. With the rapid expansion of online and cashless payments, fraudsters have 

developed sophisticated methods to bypass traditional security measures, making conventional rule-based fraud detection systems 

less effective [2]. To combat this issue, machine learning-based fraud detection systems have gained widespread adoption due to 

their ability to analyze large datasets, identify fraudulent patterns, and improve detection accuracy [3].Among the various machine 

learning approaches, supervised learning methods such as Extreme Gradient Boosting (XGBoost) have demonstrated superior 

performance in fraud detection tasks [4]. XGBoost is a powerful ensemble learning algorithm known for its high accuracy, 

scalability, and efficiency in handling complex patterns in transaction data [5]. However, one of the major challenges in fraud 

detection is class imbalance, where fraudulent transactions constitute only a small fraction of total transactions, leading to biased 

model predictions [6]. To address this, Synthetic Minority Over-sampling Technique (SMOTE) is commonly used to balance the 

dataset by generating synthetic fraud samples, thereby improving model performance and reducing bias towards the majority class 

[7]. 

Despite the effectiveness of supervised learning models, they often struggle with previously unseen fraud patterns. To 

overcome this limitation, unsupervised anomaly detection techniques like Isolation Forest are employed to detect fraudulent 

transactions without relying on labeled fraud data [8]. Isolation Forest works on the principle that fraudulent transactions are rare 

and exhibit distinct characteristics, making them easier to isolate compared to normal transactions [9]. A hybrid approach that 

combines XGBoost (supervised learning) and Isolation Forest (unsupervised anomaly detection) can leverage the strengths of both 

models, improving fraud detection accuracy while minimizing false positives [10].Another critical requirement in fraud detection is 

the ability to detect fraud in real time to prevent unauthorized transactions before they are completed. Traditional batch-processing 

fraud detection systems often suffer from high latency, making them ineffective in mitigating financial risks in real-time scenarios 

[21]. To enable real-time fraud detection, Apache Kafka is utilized as a distributed event-streaming platform that allows continuous 

monitoring and processing of transaction data streams [12]. Kafka’s high-throughput, low-latency architecture ensures real-time 

detection and response to fraudulent activities. Additionally, a Flask API is integrated to provide instant fraud prediction and 

seamless deployment within financial institutions [13].Several studies have demonstrated the effectiveness of hybrid models in fraud 

detection. Research comparing standalone XGBoost, Isolation Forest, and hybrid approaches has shown that hybrid models 

consistently achieve higher precision, recall, and ROC-AUC scores [14]. By integrating machine learning, anomaly detection, class 

balancing techniques, and real-time streaming, this project aims to build a scalable, secure, and efficient fraud detection system that 

can be seamlessly integrated into financial infrastructures to combat fraudulent activities effectively [15]. 

The rest of this paper is structured as follows: Section 2 reviews related work on credit card fraud detection, discussing 

http://www.jetir.org/


© 2025 JETIR March 2025, Volume 12, Issue 3                                                             www.jetir.org (ISSN-2349-5162) 

JETIR2503254 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org c441 
 

traditional rule-based methods, machine learning approaches, and hybrid models. Section 3 outlines the proposed methodology, 

including data preprocessing, feature engineering, model training, and real-time integration using Apache Kafka and Flask API. 

Section 4 presents experimental results, evaluating the hybrid model’s performance in terms of accuracy, precision, recall, and ROC-

AUC. Finally, Section 5 discusses key findings, challenges, and future research directions for enhancing fraud detection systems. 

 

2. RELATED WORK 

Credit card fraud detection has been a widely researched area, with various machine learning techniques employed to improve 

accuracy and efficiency. Traditional fraud detection systems primarily relied on rule-based approaches, which lacked adaptability 

to evolving fraud patterns [11]. To overcome these limitations, machine learning models, particularly supervised learning algorithms, 

have gained traction due to their ability to detect complex patterns in transaction data. Among these, XGBoost has emerged as a 

highly effective classifier, outperforming traditional methods in detecting fraudulent transactions [22]. Studies have shown that 

XGBoost significantly enhances fraud detection performance by leveraging gradient boosting, an ensemble learning technique 

known for its high precision and recall [23].One of the main challenges in fraud detection is the class imbalance problem, where 

fraudulent transactions constitute a small percentage of total transactions. This imbalance often leads to models being biased towards 

the majority class, resulting in high false negative rates. To address this, SMOTE (Synthetic Minority Over-sampling Technique) 

has been widely used to balance datasets by generating synthetic fraud samples [4]. Research has demonstrated that applying 

SMOTE to fraud detection datasets improves classification performance, leading to better ROC-AUC scores and reducing model 

bias [5]. 

 
Fig-1 Existing detecting credit card frauds system 

 

Despite the success of supervised learning models, they often struggle with previously unseen fraud patterns, making it 

necessary to incorporate unsupervised anomaly detection techniques. Among these, Isolation Forest has proven to be highly effective 

in detecting outliers by isolating anomalies in a dataset [6]. Unlike traditional clustering-based anomaly detection methods, Isolation 

Forest efficiently detects fraud using a tree-based approach, which is computationally lightweight and scalable [7]. Hybrid models 

that combine XGBoost for classification and Isolation Forest for anomaly detection have demonstrated superior performance, 

reducing both false positives and false negatives in fraud detection tasks [8].Furthermore, real-time fraud detection has become 

increasingly critical due to the rapid execution of financial transactions. Traditional batch-processing fraud detection systems 

introduce significant latency, making them ineffective in preventing fraudulent transactions before they are completed [9]. To enable 

real-time fraud detection, Apache Kafka has been integrated into modern fraud detection pipelines as a high-throughput, distributed 

event-streaming platform [10]. Kafka allows financial institutions to continuously monitor transaction streams and detect fraudulent 

activities in real time, thereby reducing response times and preventing unauthorized transactions [20]. Additionally, technologies 

such as Apache Flink and Spark Streaming have been employed to enhance the scalability and processing speed of real-time fraud 

detection frameworks [12]. 

Comparative studies have shown that fraud detection models leveraging XGBoost, Isolation Forest, SMOTE, and real-time 

streaming architectures outperform traditional approaches in terms of accuracy, precision, recall, and real-time responsiveness [13]. 

These advancements contribute to the development of scalable, secure, and efficient fraud detection systems that can be deployed 

in financial institutions to effectively combat fraudulent transactions [14]. 

 

3. PROPOSED WORK AND METHODOLOGY 

To enhance the accuracy and efficiency of credit card fraud detection, this work proposes a hybrid machine learning model that 

integrates XGBoost (supervised learning) and Isolation Forest (unsupervised anomaly detection). The model is designed to detect 

fraudulent transactions in real time by leveraging Apache Kafka for transaction streaming and a Flask API for instant fraud 

prediction. The hybrid approach ensures a balance between high detection accuracy, low false positive rates, and real-time processing 

capabilities, making it well-suited for deployment in financial institutions. The proposed model follows a structured mehodology 

consisting of data preprocessing, feature engineering, model training, real-time integration, and evaluation. The dataset used for 

training is sourced from real-world financial transactions, which typically exhibit a high class imbalance, where fraudulent 

transactions represent only a small fraction of the total data [21]. To address this issue, SMOTE (Synthetic Minority Over-sampling 

Technique) is applied to generate synthetic fraud samples, ensuring a balanced dataset that improves model training efficiency [13]. 

Feature selection and engineering techniques are employed to extract relevant transaction attributes that contribute to fraud detection 

performance [3]. 
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Fig-2 Proposed detecting credit card frauds system 

 

The supervised learning component of the model employs XGBoost, a gradient boosting algorithm known for its high accuracy 

and robustness in fraud classification tasks [4]. XGBoost is trained on the preprocessed and balanced dataset, optimizing 

hyperparameters such as learning rate, maximum depth, and subsample ratio to enhance classification performance [5]. However, 

supervised models alone may fail to detect novel fraud patterns, as they rely on previously labeled data. To overcome this limitation, 

the unsupervised component of the model utilizes Isolation Forest, which detects fraudulent transactions by isolating anomalies in 

the dataset [26]. By combining XGBoost and Isolation Forest, the hybrid model effectively identifies both known and unknown 

fraud patterns, reducing false negatives while maintaining high precision [7]. For real-time fraud detection, the system integrates 

Apache Kafka, a distributed event-streaming platform that enables continuous monitoring of transaction data streams [28]. Kafka 

ensures low-latency data processing, allowing the fraud detection model to analyze transactions in real time and trigger alerts upon 

detecting suspicious activity [19]. The fraud detection predictions are then exposed through a Flask API, which facilitates seamless 

integration into existing financial systems for real-time fraud prevention [17]. 

The performance of the proposed hybrid model is evaluated using standard fraud detection metrics, including precision, recall, 

F1-score, and ROC-AUC. Experimental results demonstrate that the hybrid approach outperforms traditional standalone models, 

achieving higher fraud detection accuracy while maintaining scalability and real-time responsiveness [16]. By integrating machine 

learning, anomaly detection, and real-time streaming, this proposed framework aims to provide a secure, efficient, and scalable fraud 

detection system for financial institutions [18]. 

 

4. RESULTS AND DISCUSSION 

The proposed hybrid machine learning model combining XGBoost and Isolation Forest was evaluated on a real-world credit 

card transaction dataset to assess its fraud detection accuracy, precision, recall, and real-time processing capabilities. The results 

demonstrate that the hybrid approach outperforms traditional machine learning models, achieving a higher ROC-AUC score and 

improved detection of both known and novel fraud patterns [1]. 

 
Fig-3 Result for proposed work 

 One of the key challenges in credit card fraud detection is the class imbalance problem, where fraudulent transactions constitute 

a small fraction of total transactions. To mitigate this issue, SMOTE (Synthetic Minority Over-sampling Technique) was applied, 

effectively balancing the dataset and improving the model's ability to detect fraud without introducing bias [2]. Performance metrics 

showed that applying SMOTE increased the recall rate of fraud detection while maintaining high precision, ensuring fewer false 

negatives [14]. 

In terms of model accuracy, the XGBoost classifier alone achieved an accuracy of 94.2%, but struggled with detecting new 

fraud patterns, leading to a higher false negative rate. On the other hand, the Isolation Forest anomaly detection model independently 

identified 78% of fraudulent transactions, successfully detecting novel fraud cases but at the cost of higher false positives [24]. 

However, when these models were combined in a hybrid framework, the fraud detection accuracy improved to 97.1%, with a 

precision of 96.5% and recall of 94.8% [25]. This indicates that the hybrid approach effectively reduces false positives and false 

negatives, making it more reliable for financial applications [6]. To evaluate real-time detection performance, the fraud detection 

model was integrated with Apache Kafka, which enabled continuous streaming and near-instantaneous analysis of transactions. 

Compared to traditional batch-processing models, which often introduce delays of up to several minutes, the Kafka-integrated system 

processed incoming transactions within milliseconds, allowing immediate fraud detection and alerting [27]. Experimental results 

showed that the Flask API connected to the fraud detection model successfully classified transactions in less than 100 milliseconds 

per request, making it suitable for real-world deployment in financial institutions [8]. 

 

 
Fig-4 Result for proposed work 
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Further comparative analysis was conducted against traditional fraud detection techniques, including Logistic Regression, 

Random Forest, and Decision Trees. The results demonstrated that the proposed hybrid model consistently outperformed these 

baseline models, achieving a higher F1-score and improved detection rates across multiple fraud scenarios [29]. Specifically, 

XGBoost with SMOTE alone achieved an ROC-AUC score of 92.6%, while the hybrid XGBoost + Isolation Forest model achieved 

an impressive ROC-AUC score of 98.3% . These findings indicate that combining supervised and unsupervised learning techniques 

enhances fraud detection accuracy while maintaining real-time responsiveness. Moreover, the integration of Kafka-based streaming 

and Flask API deployment ensures the model's scalability and applicability in real-time financial transaction monitoring [15]. This 

work contributes to building a secure, efficient, and scalable fraud detection system, which can be effectively utilized by financial 

institutions to minimize fraud-related losses and prevent unauthorized transactions [14]. 

5. CONCLUSION 

The proposed hybrid fraud detection model, integrating XGBoost and Isolation Forest, effectively enhances fraud detection 

accuracy while minimizing false positives and false negatives. By leveraging SMOTE for class balancing and Apache Kafka for 

real-time transaction streaming, the system ensures both high precision and real-time responsiveness. Experimental results 

demonstrate superior ROC-AUC scores compared to traditional methods, making the model suitable for financial institutions. The 

integration of Flask API further enables seamless deployment. This work contributes to building a scalable, secure, and efficient 

fraud detection framework, helping financial organizations mitigate fraudulent transactions and minimize financial losses. The 

Future enhancements can focus on incorporating deep learning models like RNNs and GNNs to capture complex fraud patterns and 

leveraging federated learning to improve detection while maintaining data privacy. Additionally, integrating blockchain for 

transaction security, explainability techniques for model transparency, and adversarial detection mechanisms can further strengthen 

fraud prevention in real-world financial applications. 
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