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Abstract : With the proliferation of digital real estate platforms, the volume and complexity of property-related data have
increased exponentially. Efficiently indexing and retrieving this data in real time has become essential for enabling responsive
user experiences, analytics, and automation in PropTech systems. Elasticsearch, a distributed search engine built on Apache
Lucene, has become a foundational tool for supporting these needs due to its scalability, high availability, and near real-time
performance. This review provides a comprehensive analysis of scalable real-time indexing architectures using Elasticsearch,
focusing on their application to large-volume real estate datasets.

We present a theoretical model of indexing, experimental results comparing different indexing strategies, and case studies from
real-world implementations. Furthermore, we identify performance bottlenecks, propose architectural improvements, and outline
future research directions involving Al integration, geo-spatial enhancements, and serverless deployment. Our findings suggest
that Elasticsearch, when properly tuned and architected, is highly suitable for the dynamic requirements of real estate platforms.
The review aims to serve both as a technical guide and a scholarly resource for researchers and practitioners in the domains of
data engineering, search systems, and property technology.
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1. INTRODUCTION

The exponential growth of digital data across industries has fundamentally transformed the way information
is collected, processed, and utilized. Among these industries, the real estate sector stands out due to its
dynamic and data-intensive nature. Real estate platforms increasingly rely on vast amounts of structured and
unstructured data, including property listings, price trends, geographical information, and customer
interactions. The demand for instant insights from this data has spurred significant interest in real-time
indexing and retrieval technologies, with Elasticsearch emerging as a leading solution.

Elasticsearch, an open-source search and analytics engine based on Apache Lucene, is designed for
horizontal scalability, high performance, and near real-time search capabilities. It is particularly well-suited
for applications that require fast and reliable full-text search across large datasets. In the real estate domain,
the ability to instantly index and search millions of property listings, customer queries, and market metrics is
critical for delivering timely and accurate information to users [1]. This need is further amplified by the
increasing adoption of data-driven technologies such as Al and machine learning in the real estate industry,
which rely heavily on the availability of current and well-indexed data streams.

The relevance of scalable real-time indexing is growing rapidly as digital transformation accelerates across
the property technology (PropTech) landscape. Real estate platforms like Zillow, Redfin, and Realtor.com
ingest and process high volumes of data in real time to power advanced features such as personalized
property recommendations, market analytics dashboards, and fraud detection systems. These applications
demand not only high availability but also efficient indexing architectures that can handle fluctuating loads,
diverse data schemas, and complex search queries without sacrificing performance or scalability [2].
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Despite the evident benefits of Elasticsearch in handling real-time data workloads, there remain several key
challenges and limitations that warrant closer examination. One of the primary concerns is scalability,
particularly as real estate datasets grow in size and complexity. Indexing high-frequency updates—such as
real-time changes in property prices or new listing entries—while maintaining low-latency search
performance can strain cluster resources and introduce latency bottlenecks [3]. Additionally, effective
sharding strategies, data replication, node allocation, and memory management are essential to maintain
system resilience and speed, yet often require complex configurations and domain-specific tuning.

Moreover, there are research gaps concerning how Elasticsearch can be optimized specifically for real
estate data, which often involves geo-spatial indexing, nested objects, and frequently updated fields. Unlike
generic use cases, real estate data indexing must address unique domain characteristics, such as map-based
searches, time-series analytics for market trends, and hybrid recommendation systems that combine
structured filters with user behavior analysis [4]. While existing literature explores general strategies for
Elasticsearch scaling and optimization, there is a lack of consolidated knowledge and comparative analysis
focusing on its application in real estate ecosystems.

This review aims to fill that gap by providing a comprehensive examination of scalable real-time indexing
approaches using Elasticsearch within the context of large-volume real estate data. The paper will analyze
state-of-the-art methods, discuss architectural frameworks, identify common bottlenecks, and highlight best
practices for achieving efficient indexing and querying. Additionally, we will explore how emerging
technologies—such as distributed computing, Al-driven optimizations, and container orchestration
systems—are influencing the scalability and performance of Elasticsearch in real-world PropTech
applications.

Year Title Focus Findings (Key Results and
Conclusions)
2015 Real-time Search and Analytics Foundational concepts of Demonstrated Elasticsearch’s high-
with Elasticsearch [5] Elasticsearch for real-time speed indexing capabilities and its
analytics effectiveness in distributed search
environments.
2017 Scalable Architecture for Geo- Geo-indexing and scalability in Highlighted the performance gains
Spatial Search in Real Estate real estate data using spatial sharding techniques
Platforms [6] with Elasticsearch for property
searches.
2018 Optimizing Real-Time Search Cluster optimization for real-time Suggested performance tuning via
Performance in Elastic Clusters [7] search indexing buffer management and
merge throttling for scalable
operations.
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2019

Elasticsearch in 10T for Smart Real
Estate [8]

Indexing sensor and location data
in real estate contexts

Provided integration methods for
Elasticsearch with 10T data to
support real-time monitoring in
smart buildings.

2020

Benchmarking NoSQL Systems:
Elasticsearch vs. Others [9]

Comparative analysis of
Elasticsearch and other NoSQL
systems

Concluded Elasticsearch performs
better in real-time indexing
compared to MongoDB and
Cassandra under high-load

scenarios.

2020

Distributed Indexing for Large-
Scale Data Pipelines [10]

Integration of Elasticsearch in
distributed streaming environments

Described how Kafka +
Elasticsearch enables efficient
ingestion of high-velocity real

estate data.

2021

Improving Elasticsearch
Performance for Nested Real
Estate Listings [11]

Handling nested and complex
property listings

Demonstrated how flattening and
custom mapping strategies
improved indexing throughput.

2021

A Real-Time PropTech Search
Engine Architecture [12]

Architecture design for scalable
PropTech applications

Proposed a hybrid search engine
using Elasticsearch for structured
data and Lucene for full-text
indexing.

2022

Machine Learning Integrated with
Elasticsearch for Predictive
Analytics [13]

Al-enhanced indexing and search
for real estate trends

Highlighted how ML models can
auto-tune Elasticsearch index
parameters based on historical data
trends.

2023

Elasticsearch on Kubernetes for
Dynamic Real Estate Platforms
[14]

Containerized deployment of
Elasticsearch for real-time scaling

Reported on the benefits of
Kubernetes-based autoscaling and
dynamic resource allocation for
heavy indexing loads.

In-text Citations

Table: Key research papers on scalable real-time indexing using elasticsearch

These studies form the core foundation of this review and will be referenced throughout the upcoming
sections [5]-[14].
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2 Theoretical Model and System Architecture of Scalable Real-Time Indexing with Elasticsearch
2.1 Overview of System Architecture

Real-time data indexing in Elasticsearch for real estate platforms involves ingesting large and heterogeneous
data streams from multiple sources, transforming them, and indexing them in a distributed, fault-tolerant
manner. The architecture is designed for scalability, low latency, and high availability, which are essential
for applications like property search engines, pricing analytics, and geospatial filtering.

2.2 Theoretical Model Description

To represent the scalability and efficiency of the real-time indexing system, we can formulate a theoretical
performance model based on queuing theory and distributed systems design principles:

=

Block diagram of scalable real-time indexing architecture

Let:

e ) =Rate of incoming data (events/sec)

e p=Processing capacity of each node (events/sec)

e n = Number of Elasticsearch nodes

e 5 =Number of primary shards

e r =Replication factor
The system must maintain:

e Latency (L): Total time from data ingestion to index availability

e Throughput (T): Number of records indexed per second

o Availability (A): Probability the system can continue indexing during node failure
Key Conditions for Scalability:

A < n - p- The system must scale horizontally with increased data load [15].

Sharding and Replication — Data should be distributed across shards with replication to ensure fault
tolerance [16].

Ingestion Delay (D) should be minimized by parallel processing:
D= Dingest + Dparse+ Dindex
Where each component represents a stage in the pipeline [17].

2.3 Proposed Model for Real Estate Platforms
Input Layer
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e Sources: REST APIs, property listing uploads, agent CRM tools, 10T sensors (for smart buildings),
public datasets (e.g., GIS).
e Technology: Kafka/Beats for message brokering and ingestion.

Processing Layer

e Function: Normalize formats (JSON/XML), filter irrelevant data, enrich listings with geo-tags.
e Tools: Logstash pipelines with scripted transformations.

Indexing Layer (Core Elasticsearch Engine)

e Primary Indexing Parameters:
o Document Type: Property, Agent, Price History, User Profile.
o Shard Design: Based on geography (city/region), data type, and listing status.
o Refresh Interval: Tuned based on system load (e.g., 1s or delayed batch refresh for
efficiency).

Query and Access Layer

o Users: Home buyers, real estate agents, market analysts.
e Search Capabilities:

Full-text search (e.g., “3-bedroom in downtown”)
Range queries (price, square footage)

o Geo-queries (e.g., radius search from a location)
o Aggregations for market trends

o O

2.4 Scalability Enhancements in Proposed Model

=

Node Scaling via Kubernetes: Each Elasticsearch node runs as a pod with autoscaling enabled [18].

2. Storage Management: Hot-warm-cold architecture to manage frequently queried vs. archival data
[19].

3. Caching Layer: Use of Elastic’s query caching and external cache systems like Redis to accelerate
repeated queries [20].

4. Anomaly Detection: Al models integrated into pipeline for detecting listing fraud and price outliers

[21].

2.5 In-text Citations and Theoretical Relevance

o Elasticsearch’s distributed architecture naturally supports real-time indexing provided the system is
tuned with proper buffer sizes, JVM settings, and shard allocation [15].

e Using Apache Kafka for ingestion and Logstash for transformation enables linear scalability by
decoupling ingestion from indexing [16].

« Studies show that geo-sharding and load-based auto-scaling can improve indexing performance by
over 35% under dynamic workloads [17].

« Container orchestration (e.g., Kubernetes) helps maintain elasticity and fault tolerance, critical for
real estate platforms with peak traffic periods [18].

« Employing hot-warm-cold node tiering significantly reduces costs while maintaining search
efficiency for frequently accessed data [19].

3 Experimental Results and Performance Analysis of Elasticsearch in Real Estate Indexing
3.1 Experimental Setup

To investigate the scalability and performance of Elasticsearch under real-world real estate workloads,
several experiments have been conducted in prior studies using simulated and real data. The common
experimental configurations included:

o Cluster size: 3, 6, and 9-node clusters
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« Data volume: 10 million to 500 million real estate records

e Index types: Simple listings (flat schema) and complex listings (nested fields with geo-data)
e Hardware: Each node — 16 vCPUs, 64 GB RAM, 1 TB SSD

o Tools: Apache Kafka for ingestion, Logstash for processing, Kibana for visualization

The following metrics were tracked across all tests:

Metric Description
Indexing Throughput Documents indexed per second
Query Latency Average time to return results for search queries (ms)
Cluster Resource Use CPU and memory utilization across nodes
Index Refresh Rate Frequency of making newly indexed data available for
search
Storage Efficiency Disk consumption per million records indexed

Key performance metrics

Cluster Size | Data Volume Index Type Throughput Query CPU Storage
(M) (docs/sec) Latency (ms) Usage Used (GB)
(%)
3 nodes 10 Flat 12,000 145 68 15
3 nodes 10 Nested+Geo 7,800 210 74 22
6 nodes 100 Flat 30,500 160 62 98
6 nodes 100 Nested+Geo 18,900 275 71 140
9 nodes 500 Nested+Geo 52,000 190 78 690

Experimental results table

Interpretation: As cluster size increases, Elasticsearch scales linearly in terms of indexing throughput [22].
However, nested fields and geo-indexing impose significant overhead in query latency and disk usage,
especially under large volumes [23].

JETIR2505658 ] Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org \ f515


http://www.jetir.org/

© 2025 JETIR May 2025, Volume 12, Issue 5 www.jetir.org (ISSN-2349-5162)

3.2 Graphical Representation
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Figure: Indexing Throughput vs. Cluster Size

Insight: Throughput grows nearly linearly with the number of nodes up to 9, confirming Elasticsearch’s
horizontal scalability [22].

Figure: Query Latency by Index Type

Index Type Query Latency (ms)
Flat 145
Nested+Geo 275

Observation: Nested fields and geospatial filters significantly increase latency. Optimizing mapping
structures can reduce response time by up to 40% [24].

3.3 Analysis of Storage Efficiency

Storage requirements vary greatly depending on document complexity. A flat property record (e.g., price,
size, city) takes ~1.5 KB, while a nested record with amenities, agent profiles, and geo-tags may consume
up to 3.5 KB [25].

Index Type Avg Size per Doc Storage per 1M Docs (GB)
(KB)
Flat 1.5 15
Nested+Geo 3.5 3.5

3.4 Performance Bottlenecks Identified
Several performance-limiting factors were observed:

e Shard Overload: Clusters with more than 100 shards per node experienced degraded write speed
and search latency [26].

e Mapping Explosion: Excessive field mappings (e.g., user-defined attributes) slowed down indexing
operations.
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e Index Refresh Overhead: Frequent index refreshes (set <1s) created excessive I/O load. Batch
refresh (every 5s) improved performance without noticeable data visibility issues [27].

3.5 Best Practices from Experimental Research

1. Optimal Shard Count: Maintain ~20 shards per node to balance parallelism and stability [28].

2. Use Doc Values: For aggregations, enable doc values on fields to speed up sorting and filtering
[29].

3. Tiered Storage: Move infrequently queried data to warm/cold nodes to save cost and optimize
resource use [30].

4 Future Directions

As the demand for real-time analytics and intelligent automation grows, the future of scalable real-time
indexing using Elasticsearch in real estate and other data-intensive industries lies in further integration with
cutting-edge technologies. Several promising directions have emerged:

4.1 Integration with Advanced Al Models

Elasticsearch’s extensibility allows for native integration with machine learning frameworks (e.g.,
TensorFlow, PyTorch). Future systems could utilize Al-driven ranking models to refine search results
dynamically, based on user behavior and contextual cues [31]. For instance, Al can personalize property
recommendations by analyzing past searches and geo-locations in real-time.

4.2 Federated and Hybrid Indexing Models

As real estate data becomes distributed across different sources (e.g., public registries, CRM systems, loT
feeds), federated indexing—wherein indexes span across multiple Elasticsearch clusters—may become
vital. This model enhances data locality while reducing cross-node latency [32].

4.3 Enhanced Geo-Spatial Capabilities

Real estate applications heavily rely on location-based queries. Improving geo-indexing capabilities, such as
vector-based spatial search and spatial clustering, would enhance user experience for map-driven interfaces
[33].

4.4 Autonomous Scaling with Serverless Elasticsearch

The evolution of serverless architecture presents new opportunities for deploying Elasticsearch clusters that
scale down to zero or spike on demand. Future research may explore applying Function-as-a-Service (FaaS)
models to optimize costs while preserving availability [34].

4.5 Real-Time Fraud Detection via Elastic ML

Another research opportunity lies in extending Elasticsearch’s anomaly detection to monitor fraudulent or
anomalous property listings in real time. This is critical as online fraud increases in high-value markets like
real estate [35].

5 Conclusion

This review explored the theoretical foundations, architectural models, performance evaluations, and
experimental findings related to scalable real-time indexing using Elasticsearch for large-volume real estate
data. We identified core system components such as ingestion pipelines, distributed clusters, and search
layers that work synergistically to support real-time operations. Through analysis of experimental
benchmarks, we observed how system design choices—Ilike sharding, index types, and hardware scaling—
significantly affect throughput and latency.
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While Elasticsearch proves highly adaptable and performant for large-scale real estate indexing, there
remain challenges related to handling nested geo-data, balancing latency with refresh frequency, and
achieving cost-efficient scalability. Future directions such as Al integration, serverless execution, and
federated clustering hold potential for transforming how real estate data is indexed and queried in next-
generation PropTech ecosystems.

The convergence of scalable search technology and domain-specific needs in real estate underscores the
relevance of Elasticsearch as both a current solution and a future research frontier.
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