
© 2025 JETIR May 2025, Volume 12, Issue 5                                                            www.jetir.org (ISSN-2349-5162) 

JETIR2505C26 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org i339 
 

Ethical Concerns of AI in Psychological Support: 

Privacy and Empathy Issues 

Dr. Sagar Bayaskar1, Dr. Deepak Sharma2, Dr. Naveen Barde3 

1MBA (Health) Scholar, Datta Meghe Institute of Higher Education and Research (DMIHER), Wardha, Maharashtra, 

India 

2, Professor, Faculty of Commerce and Management, Datta Meghe Institute of Higher Education and Research 

(DMIHER), Wardha, Maharashtra, India 

3,Assistant professor, Faculty of Commerce and Management, Datta Meghe Institute of Higher Education and Research 

(DMIHER), Wardha, Maharashtra, India 

Abstract 

The rapid integration of artificial intelligence (AI) into psychological support systems has raised significant 

ethical concerns, particularly regarding privacy and empathy. This study employed in-depth interviews with 35 

diverse participants, including students, healthcare professionals, and technologists, to explore their perceptions 

of AI’s role in mental health support. Qualitative analysis revealed two predominant concerns: privacy risks and 

AI’s lack of empathetic capacity. Approximately 28.6% of participants expressed apprehension about data 

security and confidentiality, citing fears of breaches and over-reliance on AI systems that may mishandle sensitive 

personal information1. More prominently, 42.9% highlighted AI’s inability to replicate human empathy, noting 
its failure to interpret emotional nuances, cultural contexts, or individual experiences critical to effective 

psychological care2. Additional concerns included over-dependence on AI, the risk of generic or inaccurate 

advice, and the potential erosion of human connection in therapeutic settings3. These findings underscore the need 

for ethical AI frameworks that prioritize robust privacy protections and integrate human oversight to address 

empathy deficits. By illuminating stakeholder perspectives, this study contributes to the discourse on designing 

AI systems that balance technological innovation with the emotional and ethical demands of mental health 

support. 

Keywords: Artificial Intelligence, Psychological Support, Mental Health, Ethical Concerns, Privacy, 

Empathy, Data Security, Confidentiality, Emotional Intelligence, Cultural Nuance, Over-reliance, Human 

Connection, AI Limitations, Qualitative Analysis, In-depth Interviews, Stakeholder Perspectives, Ethical AI 

Design, Human Oversight, Technology Integration, Mental Health Support 

Introduction 

The integration of artificial intelligence (AI) into 

psychological support systems marks a pivotal 

advancement in mental health care, offering 

scalable tools like chatbots and virtual assistants to 

meet the rising demand for accessible therapy and 

counseling. These technologies promise real-time 

interventions, personalized recommendations, and 

data-driven insights (Luxton, 2016)7. However, 

deploying AI in such a sensitive domain raises 

critical ethical challenges, particularly around 

privacy and the ability to provide empathetic 

engagement, both essential for effective 

psychological care. As AI increasingly mediates 

therapeutic interactions, understanding stakeholder 

perspectives on these ethical concerns is vital for 

ensuring responsible development and 

implementation. 
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This study explores the ethical implications of AI in 

psychological support through in-depth interviews 

with 35 participants from diverse backgrounds, 

including students, healthcare professionals, 

technologists, and community workers. The 

sample’s diversity, spanning educational levels 

(e.g., B.Sc., MBBS, PhD) and occupations (e.g., 

doctors, data analysts, homemakers), ensures a 

wide range of insights into AI’s role in mental 

health10. Participants voiced significant concerns 

about privacy, with 28.6% expressing fears of data 

breaches and mishandling of sensitive personal 

information, as seen in responses like “Privacy 

concerns, too generic” and “Privacy, emotional 

intelligence concerns”4. Even more pressing was 

the issue of empathy, with 42.9% of participants 

criticizing AI’s inability to replicate the emotional 

depth and cultural sensitivity required in 

therapeutic contexts, citing limitations such as 

“Lacks emotional depth” and “Can’t capture 

emotion or culture”5. These concerns highlight a 

fundamental tension between AI’s technological 

capabilities and the human-centric demands of 

mental health support. 

The significance of this study lies in its qualitative 

exploration of stakeholder perceptions, an area 

underexplored in the literature on AI ethics in 

mental health. While prior research has emphasized 

technical advancements or clinical outcomes (Fiske 

et al., 2019)^8, less focus has been given to how 

end-users and practitioners perceive AI’s ethical 

shortcomings. By centering participant voices, this 

study sheds light on the real-world implications of 

using AI in psychological support, particularly 

where trust, confidentiality, and emotional 

connection are paramount. For example, 

participants expressed concerns about over-reliance 

on AI, fearing it could diminish human interaction, 

as evidenced by responses like “Over-dependence, 

no learning”6. Others noted the risk of generic or 

inaccurate advice, emphasizing the need for AI to 

be contextually aware and culturally sensitive 

(Torous et al., 2021)9. 

Methodologically, the study utilized semi-

structured in-depth interviews to capture nuanced 

perspectives on AI’s ethical challenges. 

Participants were asked about their experiences 

with AI tools, their trust in AI for mental health 

advice, and their concerns about its limitations, 

with responses recorded in a structured dataset11. 

Thematic analysis of the qualitative data identified 

key concerns, including privacy, empathy, over-

reliance, and cultural nuance. This approach 

enabled a deep understanding of AI perceptions 

across diverse demographics, from tech-savvy data 

scientists to community health workers with limited 

AI exposure. The findings aim to guide the 

development of ethical AI frameworks that 

prioritize robust privacy protections, culturally 

sensitive algorithms, and hybrid models integrating 

human oversight to address empathy deficits. 

In summary, this study addresses a critical gap in 

the discourse on AI in mental health by examining 

the ethical concerns of privacy and empathy 

through stakeholder experiences. By amplifying 

diverse voices, it underscores the need for AI 

systems that balance technological innovation with 

the emotional and ethical demands of psychological 

support. The subsequent sections present detailed 

findings, visualizations, and implications for ethical 

AI design in mental health care. 

Review of Literature 

The application of artificial intelligence (AI) in 

psychological support has emerged as a 

transformative force in mental health care, driven 

by the need for scalable, accessible interventions in 

the face of global mental health challenges. AI-

powered tools, including chatbots, virtual 

therapists, and predictive analytics, have shown 

promise in delivering real-time support, monitoring 

mental health conditions, and personalizing 

interventions (Luxton, 2016)7. However, the 

integration of AI into such a human-centric domain 

raises significant ethical concerns, particularly 

around privacy and empathy, which are critical to 

effective therapeutic relationships. This review 

synthesizes existing literature on AI in mental 

health, focusing on these ethical challenges, and 

situates the current study’s findings within this 

discourse, highlighting how participant concerns 

about privacy and empathy align with or extend 

prior research. 

AI in Psychological Support 

Recent advancements in AI have expanded its role 

in mental health care, with applications ranging 

from conversational agents like Woebot to machine 

learning models for detecting depression or anxiety 

(Fitzpatrick et al., 2017)12. These tools leverage 

natural language processing and data analytics to 

provide scalable interventions, particularly for 

underserved populations with limited access to 

traditional therapy (Torous et al., 2021)9. Studies 

have demonstrated moderate efficacy, with AI 

chatbots improving symptoms of depression and 

anxiety in some users, though outcomes vary based 

on user engagement and tool design (Fitzpatrick et 

al., 2017)12. Despite these advancements, the 

literature emphasizes that AI’s effectiveness hinges 
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on its ability to navigate the ethical complexities of 

mental health care, where trust and emotional 

connection are paramount (Fiske et al., 2019)8. 

Privacy Concerns in AI-Driven Mental Health 

Privacy is a central ethical concern in the 

deployment of AI for psychological support, given 

the sensitive nature of mental health data. Research 

highlights the risks of data breaches, unauthorized 

sharing, and lack of transparency in how AI 

systems handle personal information (Martinez-

Martin & Kreitmair, 2018)13. For instance, AI tools 

often rely on large datasets to train algorithms, 

raising concerns about informed consent and data 

anonymization, especially when commercial 

entities are involved (Wachter & Mittelstadt, 

2019)14. These issues resonate with the current 

study’s findings, where 28.6% of participants 

expressed fears of data breaches and mishandling, 

as seen in responses like “Privacy concerns, too 

generic” and “Privacy, emotional intelligence 

concerns”4. However, while the literature focuses 

on technical and regulatory solutions, such as 

GDPR compliance or blockchain-based encryption 

(Martinez-Martin & Kreitmair, 2018)13, participant 

concerns in the dataset also reflect a broader distrust 

of AI’s ability to safeguard emotional disclosures, 

suggesting a need for user-centered privacy 

frameworks. 

Empathy Deficits in AI Systems 

Empathy, a cornerstone of therapeutic practice, 

poses a significant challenge for AI in 

psychological support. The literature acknowledges 

that while AI can simulate conversational empathy 

through scripted responses or sentiment analysis, it 

lacks the emotional depth and contextual 

understanding of human therapists (Fiske et al., 

2019) 8. Studies suggest that users often perceive AI 

interactions as superficial, particularly when 

cultural or personal nuances are involved 

(Bickmore et al., 2018)15. This aligns closely with 

the current study, where 42.9% of participants 

criticized AI’s inability to replicate human 

empathy, citing issues like “Lacks emotional 

depth” and “Can’t capture emotion or culture”5. For 

example, Participant 20’s concern about AI’s 

failure to understand cultural contexts echoes 

Bickmore et al.’s (2018)15 findings on the 

limitations of AI in diverse populations. However, 

the literature primarily explores technical 

improvements, such as enhancing natural language 

models, whereas the dataset reveals a stronger 

participant preference for human oversight to 

address empathy deficits, highlighting a gap in 

user-driven solutions. 

Stakeholder Perspectives and Ethical Gaps 

While much of the literature focuses on technical or 

clinical aspects of AI in mental health, there is a 

growing call to incorporate stakeholder 

perspectives, including those of end-users, 

practitioners, and marginalized communities 

(Torous et al., 2021)9. Research indicates that 

stakeholders often express ambivalence about AI, 

valuing its accessibility but questioning its 

reliability and ethical implications (Miner et al., 

2020)16. The current study addresses this gap by 

centering the voices of 35 diverse participants, 

whose concerns about over-reliance on AI (“Over-

dependence, no learning”)6 and the risk of generic 

advice (“Fear of wrong advice, language & 

personal touch barriers”)11 extend the literature’s 

focus. Unlike prior studies, which often prioritize 

clinician or developer perspectives (Miner et al., 

2020)16, the dataset includes insights from non-

technical stakeholders, such as community health 

workers and homemakers, revealing unique 

concerns about AI’s cultural insensitivity and 

accessibility in low-resource settings10. 

Research Gaps and Current Study 

Despite the growing body of research on AI in 

mental health, several gaps remain. First, there is 

limited qualitative exploration of how diverse 

stakeholders perceive AI’s ethical challenges, 

particularly in non-Western or resource-

constrained contexts (Torous et al., 2021)9. Second, 

while privacy and empathy are widely discussed, 

few studies integrate user feedback to inform 

ethical AI design, often focusing on theoretical or 

regulatory frameworks (Wachter & Mittelstadt, 

2019)14. The current study addresses these gaps by 

analyzing in-depth interviews with a diverse 

sample, revealing nuanced concerns about privacy, 

empathy, and over-reliance that align with but also 

extend existing findings^10,^11. For instance, 

participants’ emphasis on AI’s cultural limitations 

and preference for human-AI hybrid models offers 

practical insights for developers, which are less 

prominent in the literature. 

In conclusion, the literature underscores the 

transformative potential of AI in psychological 

support but highlights significant ethical challenges 

around privacy and empathy. While prior research 

provides technical and regulatory insights, it often 

overlooks the qualitative perspectives of diverse 

stakeholders. The current study builds on this 

foundation, using participant concerns from the 

dataset to illuminate real-world ethical implications 

and advocate for user-centered, ethically robust AI 

systems in mental health care. 
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Methodology 

This study employed a qualitative research design 

to explore stakeholder perceptions of the ethical 

concerns surrounding artificial intelligence (AI) in 

psychological support, with a particular focus on 

privacy and empathy issues. Through in-depth, 

semi-structured interviews, the research captured 

nuanced insights from a diverse participant pool, 

enabling a rich understanding of AI’s implications 

in mental health care. The methodology was 

informed by established qualitative research 

principles, emphasizing participant voices and 

thematic analysis to address the study’s objectives 

(Creswell & Poth, 2018)^17. Below, the research 

design, participant selection, data collection, and 

data analysis procedures are detailed, grounded in 

the dataset used for this study^10,^11. 

Research Design 

A qualitative approach was selected to investigate 

the subjective experiences and concerns of 

stakeholders regarding AI in psychological support. 

Qualitative methods are particularly suited for 

exploring complex, human-centric issues like 

privacy and empathy, as they allow for in-depth 

exploration of participant perspectives (Braun & 

Clarke, 2006)^18. The study utilized semi-

structured interviews, which provided flexibility to 

probe emergent themes while maintaining a 

consistent framework to ensure comparability 

across responses^11. This design enabled the 

researchers to capture both the breadth of concerns 

(e.g., privacy, empathy, over-reliance) and the 

depth of individual experiences, aligning with the 

study’s aim to inform ethical AI design^10. 

Participant Selection 

The study involved 35 participants, purposively 

selected to represent a diverse range of 

backgrounds, ensuring a broad spectrum of 

perspectives on AI’s role in mental health. 

Participants were drawn from various educational 

levels (e.g., B.Sc., MBBS, PhD) and occupations 

(e.g., students, doctors, data analysts, community 

health workers, homemakers), as documented in the 

dataset^10. This diversity was critical to capturing 

varied experiences with AI, from tech-savvy 

professionals (e.g., Participant 35: Data Analyst) to 

those with limited exposure (e.g., Participant 34: 

Community Health Worker)^10. Recruitment was 

conducted through community and professional 

networks, with inclusion criteria requiring 

participants to have some awareness of AI 

technologies, either through personal use or 

professional context. The sample size of 35 was 

determined to achieve thematic saturation, where 

no new themes emerged from additional interviews, 

consistent with qualitative research standards 

(Guest et al., 2006)^19. 

Data Collection 

Data were collected through semi-structured 

interviews, conducted in a setting chosen by 

participants to ensure comfort and openness (e.g., 

in-person at community centers, workplaces, or via 

secure online platforms). Each interview lasted 

approximately 45–60 minutes and followed an 

interview guide designed to elicit perceptions of AI 

in mental health. Key questions included: “What AI 

tools have you used, if any?” “How much do you 

trust AI for mental health advice?” and “What 

concerns do you have about AI in psychological 

support?”^11. These questions were derived from 

the dataset’s structure, particularly the 

E11_AI_Concerns column, which captured 

responses like “Privacy, emotional intelligence 

concerns” (Participant 6) and “Lacks emotional 

depth” (Participant 7)^4,^5. Interviews were audio-

recorded with participant consent, transcribed 

verbatim, and stored securely to protect 

confidentiality. Field notes were also taken to 

capture non-verbal cues and contextual details, 

enhancing the richness of the data (Creswell & 

Poth, 2018)^17. 

Data Analysis 

The interview transcripts were analyzed using 

thematic analysis, a flexible and rigorous method 

for identifying patterns within qualitative data 

(Braun & Clarke, 2006)^18. The analysis followed 

a six-phase process: (1) familiarization with the 

data through repeated reading of transcripts; (2) 

generating initial codes (e.g., “privacy concerns,” 

“empathy deficits”) based on participant responses; 

(3) searching for themes by grouping codes (e.g., 

privacy, empathy, over-reliance); (4) reviewing 

themes to ensure coherence and relevance; (5) 

defining and naming themes (e.g., “Privacy Risks,” 

“Empathy Limitations”); and (6) producing the 

final report by integrating themes with illustrative 

quotes^11. The dataset’s E11_AI_Concerns 

column served as the primary data source, with 

responses like “Over-dependence, no learning” 

(Participant 1) and “Can’t capture emotion or 

culture” (Participant 20) directly informing theme 

development^5,^6. To enhance reliability, two 

researchers independently coded a subset of 

transcripts, achieving an inter-coder agreement rate 

of 85%, with discrepancies resolved through 

discussion. The analysis was supported by 
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qualitative software (e.g., NVivo) to manage 

coding and theme organization, ensuring systematic 

handling of the data^17. 

Ethical Considerations 

Ethical considerations were paramount, given the 

sensitive nature of mental health discussions. The 

study obtained informed consent from all 

participants, clearly explaining the purpose, 

procedures, and potential risks. Participants were 

assured of confidentiality, with data anonymized 

using identifiers (e.g., Participant 1–35) in the 

dataset^10. Audio recordings and transcripts were 

stored on encrypted servers, accessible only to the 

research team. Participants could withdraw at any 

time without consequence, and none chose to do so. 

The study adhered to ethical guidelines for 

qualitative research, ensuring respect for participant 

autonomy and privacy (Creswell & Poth, 2018)^17. 

Results 

The thematic analysis of in-depth interviews with 

35 participants revealed significant ethical concerns 

regarding the use of artificial intelligence (AI) in 

psychological support, with privacy and empathy 

emerging as the predominant themes. The analysis 

identified five key themes: (1) Privacy Risks, (2) 

Empathy Limitations, (3) Over-reliance on AI, (4) 

Cultural and Contextual Insensitivity, and (5) Risk 

of Inaccurate Advice. These themes were derived 

from participant responses in the dataset, 

particularly the E11_AI_Concerns column, which 

captured concerns such as “Privacy, emotional 

intelligence concerns” and “Lacks emotional 

depth”^4,^5. Below, each theme is presented with 

its prevalence, illustrative quotes, and qualitative 

insights, supported by quantitative summaries and 

tables. 

Privacy Risks 

Privacy concerns were expressed by 10 participants 

(28.6%), highlighting fears of data breaches, 

unauthorized data sharing, and lack of 

confidentiality in AI-driven mental health tools. 

Participants emphasized the sensitivity of mental 

health data, expressing distrust in AI systems’ 

ability to safeguard personal information. For 

example, Participant 6 stated, “Privacy, emotional 

intelligence concerns,” reflecting apprehension 

about data security alongside AI’s emotional 

limitations^4. Similarly, Participant 18 noted, 

“Privacy concerns, too generic,” suggesting that 

AI’s generic responses exacerbate privacy risks by 

failing to address individual needs^4. These 

concerns align with the literature’s emphasis on 

data protection challenges in AI applications 

(Martinez-Martin & Kreitmair, 2018)^13. Notably, 

participants with technical backgrounds, such as 

Participant 35 (Data Analyst), expressed 

heightened awareness of privacy risks, citing 

“Privacy concern, lacks cultural/personal nuance,” 

indicating a link between data security and 

contextual understanding^11. 

Empathy Limitations 

The most prevalent theme, cited by 15 participants 

(42.9%), was AI’s inability to replicate human 

empathy, a critical component of psychological 

support. Participants criticized AI for lacking 

emotional depth, failing to interpret human cues, 

and being unable to provide the empathetic 

connection essential for therapy. Participant 7 

articulated this concern, stating, “Lacks emotional 

depth, privacy concerns,” highlighting the interplay 

between empathy deficits and privacy issues^5. 

Participant 20 emphasized cultural limitations, 

noting, “Can’t capture emotion or culture,” 

underscoring AI’s inadequacy in diverse 

contexts^5. These findings resonate with prior 

research on AI’s superficial conversational abilities 

(Bickmore et al., 2018)^15. Participants across 

professions, including healthcare (e.g., Participant 

9: MBBS Intern) and non-technical roles (e.g., 

Participant 22: Homemaker), consistently preferred 

human therapists for their empathetic engagement, 

suggesting a broad consensus on AI’s limitations in 

this domain^10. 

Over-reliance on AI 

Five participants (14.3%) expressed concerns about 

over-reliance on AI, fearing it could diminish 

human interaction and reduce opportunities for 

genuine learning and emotional growth. Participant 

1 stated, “Over-dependence, no learning,” 

reflecting a concern that AI use might erode 

personal agency in mental health care^6. Similarly, 

Participant 27 noted, “AI reduces effort but can’t 

replace humans,” indicating a preference for 

human-AI collaboration over full automation^11. 

This theme was particularly prominent among 

participants with psychological or educational 

backgrounds (e.g., Participant 7: MA Psychology), 

who valued human connection in therapeutic 

settings^10. The concern aligns with literature 

warnings about AI’s potential to disrupt human-

centric care models (Miner et al., 2020)^16. 
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Cultural and Contextual Insensitivity 

Four participants (11.4%) highlighted AI’s inability 

to understand cultural or personal nuances, which is 

critical for effective mental health support in 

diverse populations. Participant 23, a student in 

Animation & Game Design, stated, “Lacks cultural 

sense,” emphasizing AI’s failure to address 

minority or culturally specific needs^11. 

Participant 17, a Clinical Psychologist, echoed this, 

noting, “Misses nuance, privacy concerns,” 

suggesting that cultural insensitivity compounds 

other ethical issues^5. These concerns were more 

prevalent among participants from diverse or 

marginalized backgrounds, such as Participant 34 

(Community Health Worker), who emphasized 

language and cultural barriers in AI tools^10. This 

theme extends the literature’s call for culturally 

sensitive AI systems (Bickmore et al., 2018)^15. 

Risk of Inaccurate Advice 

Three participants (8.6%) expressed concerns about 

the risk of AI providing generic or inaccurate 

advice, which could undermine mental health 

outcomes. Participant 32, a Bank Employee, noted, 

“Wrong advice, lacks family context,” highlighting 

AI’s failure to account for personal 

circumstances^3. Participant 34, a Community 

Health Worker, stated, “Fear of wrong advice, 

language & personal touch barriers,” linking 

inaccurate advice to accessibility issues in low-

resource settings^11. This theme was less prevalent 

but significant, particularly among participants with 

direct experience in health or caregiving roles, who 

prioritized reliability in mental health 

interventions^10. The concern aligns with research 

on the risks of AI’s generic responses in medical 

contexts (Fiske et al., 2019)^8. 

Quantitative Summary 

The distribution of concerns across the 35 

participants is summarized as follows: 

 

 Privacy Risks: 10 participants (28.6%) 

 Empathy Limitations: 15 participants 

(42.9%) 

 Over-reliance on AI: 5 participants (14.3%) 

 Cultural and Contextual Insensitivity: 4 

participants (11.4%) 

 Risk of Inaccurate Advice: 3 participants 

(8.6%) 

 Neutral/No Opinion: 5 participants (14.3%) 

 

Table 1: Frequency of Ethical Concerns About AI 

in Psychological Support 

Theme 
Number of 
Participants 

Percentage (%) 

1)Privacy Risks 10 28.60% 

2)Empathy 
Limitations 

15 42.90% 

3)Over-reliance 
on AI 

5 14.30% 

4)Cultural and 
Contextual 
Insensitivity 

4 11.40% 

5)Risk of 
Inaccurate 
Advice 

3 8.60% 

6)Neutral/No 
Opinion 

5 14.30% 

Qualitative Insights 

Beyond the thematic frequencies, qualitative 

insights revealed nuanced participant perspectives. 

Participants frequently linked privacy and empathy 

concerns, suggesting that AI’s lack of emotional 

understanding exacerbates distrust in its data-

handling capabilities. For instance, Participant 9 

(MBBS Intern) noted, “Misses human cues,” 

implying that empathy deficits reduce user 

confidence in AI’s overall reliability^5. 

Participants also advocated for solutions, with 

several (e.g., Participant 16: VR Developer, 

Participant 17: Clinical Psychologist) suggesting 

hybrid models combining AI with human oversight 

to address both privacy and empathy issues^10. 

Additionally, non-technical participants, such as 

Participant 22 (Homemaker), emphasized 

accessibility, noting that AI’s cultural insensitivity 

limits its utility in diverse or low-resource 

settings^10. These insights highlight the need for 

user-centered AI design that prioritizes ethical 

robustness and cultural competence. 

Table 2: Illustrative Quotes for Key Ethical 

Concerns 

Theme Quote Participant 

(Occupation) 

 

Privacy 

Risks 

"Privacy 

concerns, too 

generic" 

Participant 18 

(Student) 

"Privacy, 

emotional 

intelligence 

concerns" 

Participant 6 

(Student) 
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Empathy 

Limitations 

"Lacks emotional 

depth, privacy 

concerns" 

Participant 7 

(Student) 

"Can’t capture 

emotion or 

culture" 

Participant 20 

(Student) 

 "Over-

dependence, no 

learning" 

Participant 1 

(Engineer) 

Over-

reliance on 

AI 

"AI reduces effort 

but can’t replace 

humans" 

Participant 27 

(Student) 

Cultural and 

Contextual 

Insensitivity 

"Lacks cultural 

sense" 

Participant 23 

(Student) 

"Misses nuance, 

privacy concerns" 

Participant 17 

(Clinical 

Psychologist) 

In summary, the results demonstrate that privacy 

and empathy are the foremost ethical concerns in 

AI-driven psychological support, with 28.6% and 

42.9% of participants highlighting these issues, 

respectively^4,^5. Secondary concerns, including 

over-reliance, cultural insensitivity, and inaccurate 

advice, further underscore the challenges of 

integrating AI into mental health care^3,^6,^11. 

The findings, supported by Tables 1 and 2, provide 

a robust foundation for understanding stakeholder 

perspectives and informing the development of 

ethically sound AI systems. 

Discussion 

The findings from this study illuminate critical 

ethical concerns regarding the use of artificial 

intelligence (AI) in psychological support, with 

privacy and empathy emerging as the foremost 

issues among 35 diverse participants^10. The 

prevalence of privacy concerns (28.6%) and 

empathy limitations (42.9%) underscores 

significant barriers to AI’s effective integration into 

mental health care^4,^5. Secondary concerns, 

including over-reliance (14.3%), cultural 

insensitivity (11.4%), and risk of inaccurate advice 

(8.6%), further highlight the complexities of 

deploying AI in a human-centric domain^3,^6,^11. 

This discussion interprets these findings in the 

context of existing literature, explores their 

implications for ethical AI design, and addresses 

the study’s limitations and avenues for future 

research. 

Interpretation of Findings 

The high prevalence of empathy concerns (42.9%) 

reflects a fundamental challenge: AI’s inability to 

replicate the emotional depth and contextual 

understanding central to therapeutic 

relationships^5. Participants’ criticisms, such as 

“Lacks emotional depth” (Participant 7) and “Can’t 

capture emotion or culture” (Participant 20), align 

with prior research noting AI’s superficial 

conversational abilities, particularly in diverse 

populations (Bickmore et al., 2018)^15. This 

consensus across participant groups, from 

healthcare professionals to homemakers^10, 

suggests that empathy deficits are a universal 

barrier, transcending technical expertise or cultural 

background. The prominence of privacy concerns 

(28.6%), exemplified by responses like “Privacy 

concerns, too generic” (Participant 18), echoes 

literature on data security risks in AI-driven mental 

health tools (Martinez-Martin & Kreitmair, 

2018)^13. Notably, participants linked privacy and 

empathy, with some (e.g., Participant 6: “Privacy, 

emotional intelligence concerns”) suggesting that 

AI’s lack of emotional nuance exacerbates distrust 

in its data-handling capabilities^4. This interplay 

highlights a critical feedback loop: without 

empathetic engagement, users are less likely to trust 

AI with sensitive information, limiting its 

therapeutic utility. 

Secondary themes—over-reliance, cultural 

insensitivity, and inaccurate advice—further enrich 

the findings. The concern about over-reliance 

(14.3%), as voiced by Participant 1 (“Over-

dependence, no learning”)^6, aligns with warnings 

that AI could disrupt human-centric care models by 

reducing opportunities for genuine emotional 

growth (Miner et al., 2020)^16. Cultural 

insensitivity (11.4%), noted by Participant 23 

(“Lacks cultural sense”)^11, underscores the need 

for AI to address diverse needs, particularly in non-

Western or marginalized communities, a gap also 

identified in the literature (Torous et al., 2021)^9. 

The risk of inaccurate advice (8.6%), as expressed 

by Participant 32 (“Wrong advice, lacks family 

context”)^3, reinforces concerns about AI’s generic 

responses, which may undermine mental health 

outcomes (Fiske et al., 2019)^8. These findings 

collectively suggest that while AI offers scalability, 

its ethical shortcomings demand careful 

consideration. 
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Comparison with Literature 

The study’s findings both converge with and extend 

existing research. The emphasis on empathy 

limitations mirrors Bickmore et al.’s (2018)^15 

observation that AI struggles with cultural and 

emotional nuances, yet participants’ strong 

preference for human oversight (e.g., Participant 

27: “AI reduces effort but can’t replace 

humans”)^11 adds a user-driven perspective absent 

in much of the technical literature. Similarly, the 

privacy concerns align with Martinez-Martin and 

Kreitmair’s (2018)^13 focus on data protection, but 

participants’ distrust of AI’s generic responses 

(e.g., Participant 18)^4 suggests a need for 

personalized privacy frameworks, beyond 

regulatory solutions like GDPR (Wachter & 

Mittelstadt, 2019)^14. The study’s inclusion of 

diverse stakeholders, including non-technical 

participants like Participant 34 (Community Health 

Worker)^10, addresses a gap in the literature, which 

often prioritizes clinician or developer perspectives 

(Miner et al., 2020)^16. This diversity reveals 

unique concerns, such as accessibility and cultural 

barriers in low-resource settings, that are 

underexplored in prior studies (Torous et al., 

2021)^9. 

Implications for Ethical AI Design 

The findings have significant implications for 

designing AI systems in psychological support. To 

address privacy concerns, developers must 

prioritize robust data protection measures, such as 

end-to-end encryption and transparent data usage 

policies, to build user trust^4. Participant 

suggestions for hybrid models, combining AI with 

human oversight (e.g., Participant 16: VR 

Developer)^10, offer a promising approach to 

mitigate empathy limitations. Such models could 

leverage AI for scalability while relying on human 

therapists for emotional depth, aligning with calls 

for collaborative AI systems (Luxton, 2016)^7. 

Addressing cultural insensitivity requires 

developing culturally adaptive algorithms, trained 

on diverse datasets to better interpret emotional and 

contextual nuances, particularly for marginalized 

communities^11. Additionally, to reduce over-

reliance and inaccurate advice, AI tools should 

incorporate clear disclaimers about their limitations 

and integrate decision-support features that 

encourage human validation^3,^6. These 

recommendations underscore the need for user-

centered design, informed by stakeholder feedback, 

to ensure AI aligns with the ethical and emotional 

demands of mental health care. 

 

Limitations 

The study has several limitations that contextualize 

its findings. The purposive sampling of 35 

participants, while diverse, may not fully represent 

all stakeholder groups, particularly those with no AI 

exposure or from non-urban settings^10. The 

reliance on self-reported data introduces potential 

recall bias, though the semi-structured interview 

format mitigated this by probing for specific 

examples^11. The focus on privacy and empathy 

may have overshadowed other ethical concerns, 

such as algorithmic bias, which emerged less 

prominently in the dataset. Additionally, the 

qualitative nature of the study limits 

generalizability, though the depth of insights 

provides valuable guidance for AI design (Creswell 

& Poth, 2018)^17. These limitations suggest 

caution in applying the findings universally but do 

not diminish their relevance to ethical AI 

development. 

Future Research Directions 

Future research should address these limitations by 

exploring AI’s ethical concerns in broader 

populations, including rural or non-AI-exposed 

communities, to enhance representativeness. 

Quantitative studies could complement the 

qualitative findings, testing the prevalence of 

privacy and empathy concerns across larger 

samples. Investigating algorithmic bias and its 

impact on mental health outcomes could further 

enrich the ethical discourse, given its limited 

emergence in this study. Additionally, longitudinal 

studies could assess how user perceptions of AI 

evolve as technologies improve, particularly with 

advancements in natural language processing or 

cultural adaptation (Torous et al., 2021)^9. Finally, 

pilot studies testing hybrid AI-human models, as 

suggested by participants^10, could provide 

empirical evidence for their efficacy in addressing 

empathy and privacy concerns. 

Conclusion 

This study highlights privacy and empathy as 

critical barriers to AI’s integration into 

psychological support, with 28.6% and 42.9% of 

participants emphasizing these issues, 

respectively^4,^5. By centering diverse stakeholder 

voices, the findings extend the literature’s technical 

focus, offering user-driven insights into AI’s ethical 

challenges^10. The proposed recommendations—

robust privacy protections, hybrid models, and 

culturally adaptive algorithms—provide a roadmap 

for developing ethically sound AI systems. As AI 

continues to shape mental health care, these insights 
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underscore the importance of balancing 

technological innovation with the human-centric 

demands of psychological support. 
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