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Abstract: This article presents a comprehensive review of explainable machine learning models, emphasising healthcare 

applications. It provides an overview of related works, highlighting the significance of transparency and interpretability in clinical 

imaging systems. The review summarizes a wide range of explainable AI (XAI) techniques employed in the healthcare domain, 

with special emphasis on their application in medical imaging tasks. Furthermore, it examines the evaluation metrics commonly 

used to assess the effectiveness and reliability of XAI methods, providing insights into their strengths, limitations, and practical 

applicability. Ultimately, this review article aims to be a comprehensive reference for researchers focusing on developing or 

adopting explainable machine learning models aiming to enhance trust, accountability, and usability in healthcare. 
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1. INTRODUCTION 

Artificial Intelligence is receiving considerable attention, especially in healthcare, since it improves the accuracy of disease 

diagnosis and delegates subjective treatment procedures. Exploiting extensive data sets, AI models generate accurate and initial-

stage decision-making, especially in complex systems. The comprehensibility of such systems is crucial for ensuring trust and 

effective application of these models [40] [111]. A major challenge here is the requirement for domain-specific knowledge. Recent 

research in this direction concentrated on designing explainable machine learning systems to demonstrate the logic behind complex 

decisions. Most researchers address the problem of interpretability from the human frame of mind. The studies designate that people 

usually tend to disregard recommendations when they mistrust the system and blindly accept them when they trust it [38]. Enabling 

informed decision-making nurtures user trust by providing transparency in the decision-making process. The tutorial paper [101] 

discusses methods to address the interpretability, technical challenges, and potential applications of deep neural network models 

and explains its predictions. It also provides a framework, guidelines and regulations to make the most efficient use of the layer-

wise relevance propagation technique, on real data. A wider use of explainable algorithms is discussed in the introductory paper 

[94], whereas [39] reviews explainable systems and their applications in predicting solubility, blood-brain barrier permeability, and 

the scent of molecules.  The study in [81] focuses on how explanations of recommendations influence user trust while causability 

improves user understandability and emotional confidence. Behaviours in computer vision and arcade game tasks are discussed in 

[90], from naive and short-sighted to well-informed and strategic, concentrating on their explainability and problem-solving 

approaches. Most works in this direction focus on explanations from the researcher's perspective. Article [96] examines how the 

organisations utilise interpretability for stakeholder consumption and reveals that explanation techniques focus mostly on the 

researchers' perspective rather than directly benefiting end users. Despite the extensive observations concerning user choice in 

selection, development, and evaluation, researchers consider how individuals use specific cognitive biases and social expectations 

of explanation. It brings about the significance of explanations from a user perspective with improved trust. A framework [96] and 

a survey in [91] are based on this view.  

The evaluative AI framework proposed in [38] utilizes a continuous feedback loop prototype in which both machines and 

humans contribute to interpreting evidence provided by the decision support system to arrive at conclusions. Counterfactuals or 

Interactive what-if questions are utilized in many explainable models [68][93][95]. Review in [68] focuses on scope and challenges, 

the theoretical foundations and computational frameworks are provided in [69], and a system causability scale is proposed in [78] 

as a quality metric for explainable systems. Machine learning provides insights into model behaviour using various methods such 
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as the relative contribution of features, counterfactual explanations, or the impact of specific data points. The significance of these 

methods is analysed in [30]. The interpretability of various visualization and symbolic representation techniques is discussed in 

[37], highlighting the challenges in constructing timely explanations that exactly reflect the process. Programming techniques for 

explainable systems are classified in [49]. It also discusses the related frameworks and tools. It focuses on the integration of multiple 

datasets for better explainability. The model-agnostic system proposed in [102] utilises specific conditions sufficient for predictions 

in complex models. Similar methods are discussed in [108], proposing individual predictions and corresponding explanations 

without redundancy. Moreover, illustrates its flexibility in explaining narrative in addition to image-based classification models. 

The annotation tool for emotional expression analysis introduced in [75] provides sufficient visualization to create more suitable 

mental models about the machine learning system. Merging of artificial intelligence and blockchain technology is proposed in [41] 

to provide more secure healthcare facilities. A feature representation space for images, text, and genomics data is constructed in 

[66]. As an initial connector, the interface utilizes knowledge bases.  Different transfer learning models for classification in [53] 

ensure reliability by utilizing Local Interpretable Model-agnostic Explanations (LIME) for discussing the decision process in a 

specific classification. A literature review on counterfactuals and causability is presented in [68].  

After analysing around a hundred similar research works in the medical field and medical imaging applications, this article 

presents a comprehensive review of explainable machine learning models, focusing on healthcare applications. It is organized as 

follows: Section 2 provides a summary of related work. Section 3 summarizes explainable AI techniques in the healthcare domain, 

and Section 4, in particular, concentrates on medical imaging applications. Section 5 comprehends the evaluation metrics used. 

Concluding remarks are put in Section 6. The following subsection comprehends the key aspects of explainability. 

1.1. Key Aspects of Explainability in Machine Learning Techniques. 

1.1.1. Model-Agnostic Approaches: These approaches boost clarity without adjusting the model itself [1][53], 

moreover, they significantly improve the quality of patient care systems[15]. Various prediction and machine learning 

techniques, emphasizing supervised, unsupervised, and semi-supervised learning, along with prototyping, evaluation, and 

instrumentation, are presented in [14]. 

1.1.2. Post-Hoc Explanations: Techniques such as Shapley values provide insights into feature significance after 

model training, though they can be affected by data imputation methods [2]. Focusing on post-hoc explanations and their 

theoretical foundations [60] provides an overview of challenges and possible future directions in this progressive area. 

1.1.3. Intrinsic Explanations: Some models, like decision trees, offer built-in interpretability due to their transparent 

structures [13]. Methods to understand global model structure using optimal local explanations in tree-based models are 

presented in [71]. The explainable medical recommender system proposed in [34] exploits graphs with overlapping cluster 

structure to adjust the weight for better accuracy of the recommendations.  

Model-agnostic methods and model-agnostic post-hoc explainability algorithms are acquiring considerable attention as they make 

machine learning models more interpretable [79]. The balance between post-hoc and ante-hoc explanations, as well as between 

model-specific and model-agnostic techniques, is discussed in [64].  

 

2. SUMMARY OF RELATED WORK 

Comprehension of the basic framework of explainable machine learning models, see [57] [62] [69] [91] [99] [100] and [98]. A 

systematic review of the futuristic explainable machine learning models are presented in [73] with recommendations for future 

research directions. Survey article [104] characterises explainable machine learning systems as enigmatic, interpretable, and 

apprehensible. It also introduces completely transparent systems that use automated reasoning for explanations, and no human 

interaction in the generative process. Methodologies are outlined in [91] and diverse approaches of deep learning models are 

categorized in [79] based on their scope, methodology used in the algorithm, and explanation level. A categorization of 

interpretability in machine learning models is provided in [89], suggesting alternative approaches for interpretability standards and 

complexities and challenges involved especially in the medical field.  Machine learning models in recent scientific works are 

reviewed in [84] prioritizing applications in the natural sciences areas. A comprehensive review of the explainable recommendation 

systems focussing research timeline and applications is provided in [72], and a two-dimensional taxonomy is also discussed.  

Perturbation-based explainable methods are reviewed in [61][67]  focusing on the applications in different data types, from 

images, video, natural language, software code, and reinforcement learning entities. Article [26] reviews object classification, 

detection, and tracking methods. The study in [41] categorises the literature on explainable machine learning into data explainability, 

model explainability, and post-hoc explainability. Also discussed evaluation metrics, open-source packages, and datasets. Using 

topic modeling, co-occurrence, and network analysis, [103] mapped the research space from diverse domains, such as algorithmic 

accountability, interpretable machine learning, context-awareness, cognitive psychology, and software learnability.  In [80] and 

[82] a literature review and taxonomy of these methods are presented. See, [80] for links to their programming implementations. 

The level of understanding of explanations is discussed in [86] under simulation and human-subject experiments to identify 

optimizing parameters. Relevant work from philosophy, cognitive psychology/science, and social psychology are reviewed in [87] 
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and discussed its significance on explainable artificial intelligence. Study in this direction from a historical perspective is presented 

in [74], it also proposes significant criteria for human-understandable explainable systems. Similar study in [43] provides an 

extensive survey of the heterogeneity of methods for explainability leading to individual explanatory frameworks. A model is 

discussed in [58], highlighting the main concepts and relations for developing and evaluating explainable approaches relevant to 

the user. It also demonstrates the successful usage of explainable systems in application scenarios. A similar work is presented in 

[60]. An overview of explainable machine learning methods most suited for tabular and time series data in the healthcare domain 

is presented in [54], highlighting the research challenges in this field. Clinical validation, consistency assessment, objective and 

standardized quality evaluation, and quality assessment from a human perspective are highlighted as key features to ensure effective 

explanations for the beneficiaries. The review in [77] contributes to formalizing explainable machine learning models in healthcare. 

See, [50][64][65]92] for other similar works in the healthcare domain. 

Table 1: Summary of Review Articles 

Reference Categorization/Focus 

[33][50] [64]  [65] [77][92]  Review on Explainable models in Health Care Domain 

[33][56] [85][90]   Review on Evaluation Metrics and Methods 

[58][89] [104]  Categorization of Interpretability- Opaque, Interpretable,  

Comprehensible, and Truly Explainable Systems 

[41][42] Categorization of Interpretability - data explainability, model 

explainability, and post-hoc explainability 

[43][103]  Categorization of Research Domain- algorithmic accountability, 

interpretable machine learning, context-awareness, cognitive 

psychology, and software learnability  

[79] Scope, methodology used in the algorithm, and explanation level - Based 

on DNN Model 

[90] Characterization of the behaviour of nonlinear explainable models - 

Spectral Relevance Analysis 

[84] Natural sciences domain 

[87] Philosophy, Cognitive psychology/Science, and Social Psychology  

[61][67] Perturbation-based explainable methods  

[54] Tabular and time series data  

[72] Research timeline and Applications - review of the explainable 

recommendation research  

[86] The level of understanding of explanations -  Optimizing parameters 

using simulation and human-subject experiments  

[57][59]  [60] [69] [74][80] 

[82] [91] [98] [99] [100]   

 

Basic Concepts, Challenges, and Research Directions 

[26] object classification, detection, and tracking methods 

 

The reason behind the necessity of explainability influences the relative importance of the different aspects of explainability, 

concrete recommendations to choose between different classes of explainable systems such as model-based, attribution-based, 

example-based explanations.  Survey articles [33][56][85][90] focus on metrics and methods in this field. Challenges and research 
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directions of different phases in explainable machine learning systems such as design, development, and deployment are discussed 

in [59]. Highlighting limitations and future research directions [37] discussed several key areas where reliable explanations are 

crucial.  Focus of review articles in this direction are summarised in Table 1. 

3. EXPLAINABLE MODELS IN THE HEALTH CARE DOMAIN. 

The complexity of machine learning models often makes their decision-making processes opaque, raising concerns about their 

reliability and trustworthiness, particularly in critical healthcare applications, where decisions can have profound consequences. By 

visualizing and explaining the process that leads to a particular decision in machine learning models, healthcare professionals can 

gain better awareness of the factors contributing to a diagnosis or treatment recommendation. This leads to more informed and 

effective care, as well as valuable insights for developing novel and fair therapeutic approaches. [31][32] [34][66]. A survey of 

explainable techniques used in the healthcare sector and medical imaging applications is provided in [33], highlighting the 

algorithms used to increase interpretability in medical imaging and text analysis. The requirements and operational challenges are 

presented in [52], and a case study is supported through experimental validation. A method with high accuracy for automated 

labelling is described in [51], here, the desired level of accuracy is specified by a quantitative threshold on user choice. An overview 

of case studies in the medical field with open-box architecture is presented in [50], focusing on model enhancements, evaluation 

metrics, and medical open datasets. It also proposes critical ideas focusing on human-machine collaboration for better explainable 

solutions. In [54] a human-centered quality assessment is used as a key feature to ensure effective explanations for the end users. It 

provides an overview of methods that are most suitable for tabular and time series data in the healthcare domain.  

An explainable strategy using LIME, for leukemia classification is proposed in [53], and reliability with different transfer 

learning methods, including ResNet101V2, VGG19, and InceptionResNetV2 are compared. Explainable AI solutions in health care 

are introduced in [65] using multi-modal and multi-centre data fusion, [64] discussed the provision of local explanations. A 

formalization of explainable AI provided in [77] discusses the clarity of quantitative evaluation metrics and the types of explanations 

focused on the healthcare domain. A review on [92] summarises the leading psychological theories of explanation. Concentrating 

in the domain of histopathology [95] presents essential definitions to distinguish between "explainability" and "causability," as well 

as a use case of deep learning interpretation and human explanation. Blockchain technology is used in the proposed metaverse 

environment in [41], which provides more secure healthcare facilities as well as explainability and interpretability. See, Table 2 for 

the summary of related works. 

Table 2: Articles in Healthcare Domain –Summary. 

Reference Method Focus 

[16] [17] Deep Learning (DL) in natural 

language processing (NLP)  

Comparison of explainable and interpretable models, 

Datasets and Metrics 

[18] Machine Learning WorkFlow dimensionality reduction, feature importance, attention 

mechanisms, knowledge distillation, and surrogate 

representations 

[20] [19] [33] [52] 

[24] [25] 

Review on Deep Learning Methods predictions in stroke, heart attack, and cancer detection 

[21] [22] [53] model-agnostic approaches  Disease Diagnostics, Predictive Analytics, and 

Personalized Treatment Recommendations. 

[23] Rule Based Approaches Ethical Concerns 

[31] [34] [32] [66]  Therapeutic Approaches  

[50] [54] [77] Human Centered Quality 

Assessment,  

model enhancements, evaluation metrics, and medical 

open datasets 

[51] Methods for Automated Labeling Visual Prediction 

[65] Deep Learning multi-modal and multi-centre data fusion 

[64] Local Explanations post-hoc and ante-hoc explanations,  model-specific and 

model-agnostic techniques 

[92] Review  psychological theories of explanation 

[95] Causability in Deep Learning 

Models  

Human Explanation in Histopathology  

[41] GradCAM and LIME approaches, 

Blockchain Technology 

building block technologies of the metaverse in 

healthcare 
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4. EXPLAINABILITY IN MEDICAL IMAGING APPLICATIONS. 

Machine-controlled image classification is crucial in the healthcare domain, where modality-dependent features are essential 

for model interpretation. Since counterfactual explanation methods result in a high degree of interpretability, complex decision 

models are significantly influenced by them. Though many existing vision-language models effectively describe image content, 

they fail to incorporate discriminative image attributes, which are essential, especially in visual predictions [51]. The article [32] 

explains machine learning in medical imaging, de-emphasising prominence, and provides a classification into Case-based, textual, 

and auxiliary explanations. See [33] for a summary of explainable AI techniques in medical imaging and text analysis applications. 

It also provides guidelines to develop better interpretations of deep learning models. Focusing on healthcare and network security, 

article [37] outlines the challenges of deep learning models in providing trustworthy diagnostic evidence and explanations. Research 

work in [52] concentrates on an ensemble classification and segmentation architecture for computerized tomography images.  In 

[31] the quality of AI-driven image labelling is compared to that of human radiologists. Modality-specific feature localization 

explanation model is proposed in [44], which encodes clinical images. A survey in [67] focuses on perturbation-based methods to 

explore Deep Neural Network models. It compares the applications of perturbation-based methods to different data types, including 

images, video, natural language, software code, and reinforcement learning entities. An interpretable model for image classification 

known as Deep Taylor decomposition using generic multilayer neural networks, proposed in [107], explains the decision process 

based on the contributions of its input elements. Model-agnostic explanation based on the significance of a group of segments in 

the decision process is proposed in [83] for visual counterfactual explanations. An explainable model for image labelling proposed 

in [109] is based on reinforcement learning. Observations in [11] signify the need to distinguish causal connections from mere 

correlations. It introduces the Explainable and Causal Feature Analysis (ECFA) method to enhance model interpretability and 

reliability in medical diagnostics. [63] presents explainable machine learning approaches for breast cancer diagnosis. 

A general solution for the explainability of kernel-based classifiers is proposed in [110] by visualizing the single-pixel 

contributions as heat maps, analyzing the validity of the decision as well as the areas of potential significance by a human expert. 

Related works are summarized in Table 3. 

 Table 3: Research Summary on Medical Imaging Applications 

Reference XAI model Image Description 

[3] CNN Chest radiographs, 

Synthetic medical 

image. 

SEE-GAAN- explainability framework for CNNs  

[4] Deep Learning MRI images Combining deep learning, visual attribution 

algorithms, and natural language explanations. 

[5] Deep Learning Brain tumor MRI and 

COVID-19 chest X-ray 

datasets 

Combines qualitative and quantitative assessments 

[55] Heat map Visualization COVID-19 chest X-ray  Gradient-weighted Class Activation Mapping (Grad-

CAM) algorithm for visualization, classification 

models,- VGG16, VGG19, Xception, InceptionV3, 

Densenet201, NASNetMobile, Resnet50, and 

MobileNet, 

[7] Deep Learning  Survey on interpretability, visualization and 

significance  

[6] [8] [9] 

[10] [12] [96] 

[110][52] 

Visual Explainable AI 

techniques  

X-ray, CT Scan User perspective explanation 

[10][a] DCNN CT images Gradient-weighted Class Activation Mapping (Grad-

CAM), with Deep Convolutional Neural Networks  

[11] Causal Feature Analysis 

(ECFA)  

Medical Image distinguish causal connections from mere correlations 

[31] Experimental Analysis X-ray images Quality Comparison of AI-driven and Expert 

explanation 

[107] DNN MNIST and ILSVRC 

data sets 

Deep Taylor decomposition using generic multilayer 

neural networks 

[32] Medical imaging not 

relying on saliency, 

 Classification - Case-based, textual, and auxiliary 

explanations. 
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[36] Deep Learning  MRI marker-controlled  watershed  transformation 

algorithm. 

5. EVALUATION METRICS. 

The efficiency of a prediction model can be highlighted using metrics such as accuracy and sensitivity, especially when it 

concerns applications involving large and complex datasets, as it is crucial in the selection of a prediction model for a particular 

application. However, the intelligibility of the prediction models is significant, especially when we focus on systems that interact 

with laypeople. Metrics to evaluate the interpretability of predictions require considerable research attention in this context, as it 

remains an unexplored area of research. The following are some of the works in this direction. 

Techniques based on psychometric evaluation are presented in [27], which also discusses the strengths and weaknesses in the 

user perspective analysis of satisfaction level, mental model, and trust of an AI system. Quantitative evaluation methods are 

reviewed in [28], with a focus on compactness and correctness. [37] presents a survey on visualization techniques with improved 

interpretability, particularly in medical and cybersecurity applications. It also discusses approaches to enhance the clarity and 

significance of explainable machine learning models, like activation vectors and correlation. Interpretation ability is quantified in 

[35] by applying techniques used in Bioimaging, focusing on Latent space interpretation and attribution maps. The applicability of 

explainable models is discussed in [29], concentrating on the features necessary for a specific scenario. An open-source Python 

toolkit for various evaluation metrics is presented in [45] with supporting tutorials. Guidelines for criteria that are necessarily 

optimized by explainable models, especially in the healthcare sector, and evaluation metrics are proposed in [46]. Contextualized 

criteria for assessing explainable models are proposed in [47] based on their relative significance in the typical scenario. 

A framework based on cognitive engineering is proposed in [48]. It also discusses methods and metrics for evaluating human 

workload and trust in explainable systems. More objective metrics are discussed in [50]  [54][56] [77] [79] [97] [106] and a unified 

framework is provided in [105]. Categorization of interpretable machine learning design goals and evaluation methods is presented 

in [70] and a survey on evaluation metrics is provided in [76]. A similar survey is provided in [88] focusing on its societal impact 

and in [85] with design guidelines and evaluation methods. A spectral relevance analysis is proposed in [90] to characterize the 

behaviour of nonlinear explainable models, and in [78] the System Causability Scale is proposed as a quality metric. Summary of 

related work is presented in Table 4. 

Table 4: Evaluation Metrics used 

Reference Metric Focus 

[27] Psychometric Evaluation Strengths and weaknesses in the user 

perspective analysis 

[28] Quantitative evaluation  Compactness and Correctness 

[37] Visualization Techniques  Approaches to enhance the clarity and 

significance. 

[45] Quantitative evaluation  Python toolkit  

[50] [be ] [56] [77] 

[79] [97] [106] [54]  

Quantitative evaluation  Objective Metrics 

[105] Quantitative evaluation  Unified Frameworks 

[46] Evaluation metric for health care 

domain 

Criteria to optimize evaluation metric 

[70] [76] [88][85] Evaluation metric  Survey on Evaluation Metric 

[47] Contextualized criteria for 

evaluation 

Relative significance in specific 

scenario 

[48] metrics for evaluating human 

workload and trust  

human informational considerations  

[78] Qualitative Metric System Causability Scale  
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6. CONCLUSION. 

 The efficiency and acceptability of explainable AI models are assessed by their ability to provide specific, understandable 

explanations of their decisions. The evaluation methods of XAI can be broadly categorized into human-centered and computer-

centered. In the first category, the explanations generated are evaluated by domain experts, and their feedback is collected and 

analyzed. It is expensive since it requires the service of domain experts, such as clinicians, to evaluate the explanation performance. 

Whereas in computer-centered explainable models, algorithms are used to assess the quality of the explanation. As human trust is 

a crucial factor in determining the quality of such systems, especially in the healthcare domain, most researchers concentrated on 

bridging the trust between humans and AI using more transparent and understandable AI systems. Insights on the decision process 

enhance the understandability of the reason behind each prediction, which is significant in clinical applications. Another challenge 

in this domain is biases in medical images. This issue is addressed in [8] by investigating saliency methods, it try to uncover how 

biases can affect model performance and interpretation. Most of the work points out the significance of human-centered evaluation, 

promoting user choices, greater awareness, and design free of constraints to appreciate the trust and usability of AI technologies in 

healthcare [11]. Another challenge is to make the systems suitable for diverse requirements in the healthcare domain in a user-

friendly way.  

Most of the works emphasize the need for multi-modal explainability to enhance the understanding of the decision-making 

processes [11][9] and the need for visual explanation methods to ensure trust and effective interpretation, see, [4] [6] [8] [9] [10] 

[12] [96] [110] [52] [37] [83] [31] [32] [66]. Research in multi-modal embeddings focuses on enhancing trust and understandability 

of explanations for AI decisions. Another challenge is the limited awareness among participants concerning the value and practical 

aspects of explainable machine learning models. This gap must be addressed through educational initiatives [10]. Another research 

focus is the development of unified regulatory frameworks and policies to address the specific legal and ethical issues raised by the 

explainable models in healthcare [9]. In conclusion, understandable explanations, especially those using visualization techniques, 

significantly enhance trust in explainable systems, particularly in medical imaging. Since they provide insights into the reason 

behind decision-making, they encourage clinicians to rely more confidently on AI-powered medical decision-support systems. 
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