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Abstract - Correctly classifying brain cancers from MRI scans is important for making an early diagnosis and planning appropriate 

treatment. This study introduces a deep learning framework utilizing the VGG16 convolutional neural network for classifying brain 

cancers into multiple classes, including pituitary tumors, gliomas, meningiomas, and healthy (tumor-free) instances. The suggested 

model has a high overall accuracy of 95% and high precision, recall, and F1-scores in all categories. To make the predictions of the 

model are simpler to comprehend, we use Class Activation Mapping with Gradient Weighting (Grad-CAM), which shows the 

majority of important parts of the MRI images to explain the predictions. These heatmaps confirm that the prototype focuses on 

clinically relevant areas, increasing the reliability and transparency of its decisions. The combination of high classification 

performance and visual interpretability suggests that this approach holds significant potential for assisting radiologists in real-world 

diagnostic settings. 
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1. INTRODUCTION 

One of the most serious and potentially fatal neurological disorders is still brain tumors, which require prompt and precise diagnosis 

to enhance patient outcomes. It takes a lot of time and relies heavily on radiologists' skill to manually analyze magnetic resonance 

imaging (MRI) data, which frequently results in inconsistent interpretation [1]. This emphasizes the need for trustworthy, automated 

diagnostic tools that can help doctors properly categorize different kinds of tumors. 

 

Neural networks with convolutions (CNNs), a recent advancement in deep learning, have demonstrated cutting-edge results in 

medical picture categorization, including the detection of brain tumors [2], [3]. CNNs have the benefit of automatically extracting 

features from raw pictures, which removes the need for manually created features and makes it possible to process high-dimensional 

MRI data efficiently. Among these, the VGG16 model is widely recognized for its robust performance and architectural simplicity, 

making it suitable for transfer learning in medical applications [4]. 

 

Despite their predictive strength, many people consider deep learning models to be "black boxes," which makes them challenging to 

understand the rationale behind their choices. Clinical trust and adoption may be hampered by this lack of openness or transparency. 

To overcome this, visual explainability methods like Gradient-weighted Class Activation Mapping (Grad-CAM) have gained 

popularity. Grad-CAM helps visualize the discriminative regions in the input images that influence the model’s predictions, thereby 

increasing model transparency and clinical confidence [5]. 

 

Here, we provide a CNN-based classification framework based on an improved VGG16 model to categorize brain cancers into four 

groups: glioma, meningioma, pituitary tumor, and no tumor. Grad-CAM enhances the interpretability of the model's predictions by 

producing heatmaps that emphasize tumor-relevant regions in the MRI images. By combining explainability and accuracy, this 

method seeks to close the gap between AI-powered diagnostics and practical clinical usage. 

 

 

2. LITERATURE REVIEW 

Numerous studies have looked into deep learning models for automated classification of brain tumors in recent years. Because 

convolutional neural networks (CNNs) can learn discriminative features from medical pictures without the need for manual feature 

engineering, they have become the most popular method. To increase accuracy on brain MRI datasets, Rani and Kaur [6] suggested 

a hybrid system that combines CNN and support vector machine (SVM) classifiers. Their model demonstrated the effectiveness of 

integrating spatial features with classification-driven learning. 
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Transfer learning has also been widely adopted to address the challenge of limited annotated medical datasets. Jalal et al. [7] 

implemented a transfer learning approach using a fine-tuned CNN for classifying glioma, meningioma, and pituitary tumors, 

achieving competitive results with minimal training from scratch. Similarly, El-Dahshan et al. [8] enhanced a modified VGG19 model 

with preprocessing and augmentation strategies such as rotation, flipping, and brightness adjustment, leading to better generalization 

on diverse MRI samples. 

 

Explainable AI (XAI) is increasingly being incorporated into medical deep learning workflows. Grad-CAM was used by Khan et al. 

[9] to highlight tumor-relevant regions in MRI scans in order to get around CNNs' "black-box" character, providing interpretability 

and confidence in automated diagnosis. Their study demonstrated that visual explanation tools can help validate AI predictions from 

a clinician’s perspective, making them more appropriate for integration into actual-world healthcare systems. 

 

Although the majority of earlier work has focused on binary or three-class classification tasks, there remains a gap in multiclass 

classification that includes “no tumor” as a distinct category. Additionally, limited emphasis has been placed on combining accuracy 

with explainability in a unified model. Addressing this, our study integrates a fine-tuned VGG16 CNN with Grad-CAM to perform 

four-class tumor classification while also offering visual interpretability. This dual approach aims to improve both diagnostic 

performance and clinical trust. 

3. METHODOLOGY 

This section details the systematic approach used for classifying brain tumors use the deep learning model VGG16, incorporating 

explainability via Grad-CAM. The pipeline includes dataset acquisition, preprocessing, model architecture, training procedure, and 

explainability integration. 

 

3.1 DATASET DESCRIPTION 

This study's dataset comes from Masoud Nickparvar's Brain Tumor MRI Dataset, which is openly accessible on Kaggle. This 

composite dataset was created by fusing pictures from three reputable sources: SARTAJ Brain MRI dataset, Br35H dataset, and 

Figshare dataset. 

 

The dataset includes 7023 T1-weighted contrast-enhanced MRI scans in total, which are divided into four groups: pituitary, 

meningioma, glioma, and no tumor. The pictures cover a wide range of anatomical features and tumor locations and come in both 

axial and sagittal views. 

 

Importantly, the dataset creator has documented certain modifications for improving class accuracy. Specifically, the glioma images 

from the SARTAJ dataset were excluded due to reported label inconsistencies found during training and validation by multiple 

researchers. Instead, glioma images were sourced from the Figshare repository, which offers cleaner and more reliable annotations. 

 

The "no tumor" class images were obtained from the Br35H dataset, ensuring that normal brain MRIs are clearly distinguishable 

from pathological scans [10]. 

 

3.2 IMAGE PREPROCESSING AND AUGMENTATION 

Pixel intensities were adjusted to the [0, 1] range, and all input photos were reduced to 128 × 128 pixels. To increase the generality 

and robustness of the model, a custom picture augmentation function was used.This function randomly adjusted the brightness and 

contrast of each image using the Python Imaging Library (PIL). The augmentation process was integrated into a custom batch 

generator, which dynamically loaded and transformed images during training. This helped reduce memory load and ensured varied 

image exposure during model updates [11]. 

 

3.3 LABEL ENCODING AND DATA GENERATION 

The label encoding was performed by mapping each tumor class (directory name) to a unique integer. A custom data generator 

function was implemented to yield image-label pairs in batches of 12, allowing efficient handling of large datasets without loading 

all images into memory simultaneously. This generator was compatible with Keras model training functions and supported multi-

epoch iteration. 

 

3.4 CNN MODEL ARCHITECTURE 

The architecture was constructed using the VGG16 model as a fixed feature extractor. Specifically, the VGG16 model, pretrained on 

ImageNet, was loaded with its top (fully connected) layers removed. To balance between fixed representation and fine-tuning, the 

last three convolutional layers of VGG16 were set as trainable, while the earlier layers were frozen to retain their pretrained weights. 

 

A custom classification head was appended to the VGG16 base, comprising the following layers: 

1. An Input layer for image dimensions (128, 128, 3) 

2. A Flatten layer to create a vector from spatial features 

3. A layer of dropouts (rate=0.3) to mitigate overfitting 

4. A Dense layer (128 units, ReLU activation) to learn task-specific features 

5. An output layer where the number of tumor classifications is represented by the Softmax activation. 
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The final model architecture supported end-to-end training using augmented data [12, 13]. 

 

3.5 TRAINING PROCEDURE 

The model was constructed using the Adam optimizer with a learning rate of 0.0001 and trained using the sparse categorical cross 

entropy loss function. The model was trained with a batch size of twenty over five epochs. Image batches were produced dynamically 

with augmentation using a bespoke data generator. 

 

Training was carried out using TensorFlow's fit() function, and accuracy/loss curves were plotted to visualize convergence. 

 

3.6 EVALUATION 

Post-training, model performance was assessed on unseen test images. Evaluation metrics included: 

1. A precision, recall, and F1-score classification report. 

2. Confusion Matrix visualized using seaborn heatmaps. 

3. ROC Curves and AUC for multi-class performance visualization using one-vs-all strategy. 

 

The results confirmed that the model could reliably distinguish between tumor types and nontumor images with strong classification 

metrics [14]. 

 

3.7 EXPLAINABILITY WITH GRAD-CAM 

After training, class-discriminative heatmaps were created for every prediction using the method known as Gradient-weighted Class 

Activation Mapping (Grad-CAM). This provided clinical interpretability by enabling the viewing of the precise brain areas that 

affected the model's selection. 

 

Grad-CAM is widely recognized for its ability to interpret CNN decisions in medical image analysis [15, 16]. 

 

 

4. RESULT AND DISCUSSION 

The suggested brain tumor classification model's performance was thoroughly assessed utilizing a number of criteria, such as training 

accuracy and loss., confusion matrix, ROC-AUC curves, classification report, and Grad-CAM visualizations. The model was trained 

over five epochs using a transfer learning-based VGG16 architecture on pre-processed brain MRI scans. 

 4.1 MODEL PERFORMANCE EVALUATION 

The training progression of the model shows a consistent improvement in accuracy and a steady decrease in loss, indicating effective 

learning. Initially, the model's accuracy was 73.37% within the first epoch, which progressively improved to 96.28% by the fifth 

epoch. Correspondingly, the loss reduced significantly from 0.6785 to 0.1036, demonstrating stable convergence without signs of 

overfitting. 

 

 
Figure 1: Training accuracy and loss curves over 5 epochs 

 

Further proof of the model's predictive power across four classes is given by the confusion matrix-no tumor, pituitary, meningioma, 

and glioma. High true positive values are observed, particularly in the ‘no tumor’ and ‘pituitary’ classes, with 404 and 294 correctly 

classified samples, respectively. Slight misclassifications occurred between meningioma and glioma due to visual similarities in MRI 

scans. 
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Figure 2: Confusion matrix showing model predictions on test data 

 

The classification report confirms strong predictive capabilities reaching a 95% overall accuracy rate. The F1-score, accuracy, and 

recall macro-averages each reached 0.95, showing equal performance throughout all tumor types. Notably, glioma and meningioma 

classes maintained F1-scores above 0.90 despite minor confusion, reflecting the robustness of the  

feature extraction strategy. 

4.2 ROC-AUC AND EXPLAINABILITY ANALYSIS 

The ROC curves for all four classes indicate excellent discriminatory power, with AUC values approaching 1.00 across the board. 

Specifically, Class 0 (no tumor) and Class 1 (pituitary) achieved perfect AUC scores of 1.00, while meningioma and glioma classes 

reported AUCs of 0.99, underscoring the high sensitivity and specificity of the model. 

 

 
Figure 3: Multi-class ROC curves for all four classes using one-vs-all strategy. 

 

To further enhance interpretability, the method used was Grad-CAM stands for Gradient-weighted Class Activation Mapping. The 

discriminative areas that impact the model's decision are highlighted in the heatmap produced by Grad-CAM. These visual cues 

validate that the network is attending to tumor-affected areas in MRI slices, making the model explainable and clinically interpretable, 

in line with prior research on visual explanation methods [5]. 
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Figure 4: Sample prediction visualization using the trained model 

 

 
Figure 5: Grad-CAM heatmap showing the region of interest used by the CNN for prediction. 

 

Table 1: Classification Report for  all cases 

 
 

In Table 1, the classification performance of the VGG16 model is detailed for each of the four categories: No Tumor, Pituitary, 

Meningioma, and Glioma. Metrics like as precision, recall, F1-score, and total support (number of samples) are shown for each class. 
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The model demonstrated excellent performance, achieving a precision of 0.95 or higher for most classes. Notably, the "No Tumor" 

class achieved the highest recall of 1.00, indicating that every scenario could be accurately identified by the model without tumors. 

Conversely, the "Glioma" class showed a slightly lower recall of 0.87, suggesting some difficulty in correctly identifying all glioma 

cases, which is also reflected in the confusion matrix. 

 

Both the weighted average and the macro average F1-score both stood at 0.95, indicating that the model performed consistently 

across classes, even in the presence of class imbalance. This table helps highlight the robustness of the model's classification 

capabilities and aligns well with the high accuracy observed during evaluation. 

4.3 SUMMARY OF FINDINGS 

The integration of VGG16 with color-based augmentation and Grad-CAM visualization has proven effective for multi-class brain 

tumor classification. In addition to its high classification accuracy, the algorithm offers radiologists visual explanations to help them 

validate its results. These results are in line with current research that highlights the application of explainable AI and deep CNNs for 

medical picture interpretation [3,4]. 

 

5. CONCLUSION AND FUTURE WORK 

Using the VGG16 model and Grad-CAM explainability, this study effectively illustrates a deep learning system for classifying brain 

tumors into multiple classes. The model obtained a high accuracy of 95% on the test set, as well as great precision and recall scores 

across all tumor types, by using a carefully selected MRI dataset and implementing focused preprocessing and augmentation 

techniques. 

 

The model was able to adjust to domain-specific data without overfitting thanks to the fine-tuning of certain convolutional layers 

inside VGG16. Grad-CAM's addition improved the model's interpretability even more by emphasizing tumor-relevant areas in MRI 

images, which is important in situations involving medical diagnosis. 

 

Overall, the findings show that the suggested approach can correctly detect and distinguish between Meningiomas, pituitary, gliomas, 

and normal brain tumor scans. The potential for implementation in clinical decision-support systems is supported by the robust 

classification performance and visual explainability. To further increase dependability and credibility, future research may investigate 

deeper architectures, ensemble techniques, or integration with radiologist feedback. 

 

Although the proposed VGG16-based model has demonstrated promising performance in classifying brain tumors using MRI images, 

there remain several opportunities for further enhancement. Three-dimensional (3D) MRI data integration may be investigated in 

future research as it could enhance diagnostic precision and offer a more thorough geographical context. Additionally, experimenting 

with other advanced architectures such as EfficientNet or transformer-based models could potentially yield better generalization 

across diverse datasets. 

 

In terms of explainability, the Grad-CAM technique used in this work can be complemented with alternative explainable AI methods 

like LIME or SHAP to offer deeper insights into model predictions and improve clinical trust. Moreover, incorporating domain 

knowledge from radiologists in the form of expert-annotated data can help validate and refine the highlighted regions of interest. 

 

Finally, deploying the model in real-time diagnostic tools and validating its performance on multi-institutional datasets will be 

necessary to evaluate its resilience and applicability in practical healthcare environments. 
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