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Abstract: In digital journalism, the proliferation of emotionally charged headlines, or "clickbait," is becoming a bigger problem. 
Clickbait primarily seeks to maximize user engagement by provoking emotions such as fear, anger, or excitement, often at the 

expense of factual precision. This study proposes a machine learning–based framework to detect emotionally manipulative headlines. 

Using Natural Language Processing (NLP), text features are extracted through TF-IDF vectorization and classified using Logistic 

Regression, Support Vector Machines (SVM), and Random Forests. Experimental evaluation demonstrates that lightweight ML models 

can effectively distinguish manipulative from neutral headlines. Furthermore, an extended framework using transformer -based models 

(BERT) is discussed for identifying the specific emotion being exploited, such as fear, anger, or curiosity. The findings highlight the 

potential of combining classical ML and modern deep learning to improve media literacy and combat psychological manipulation in 

online news. 
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INTRODUCTION: 

The accessibility of information has been revolutionized by digital media, but it has also fueled the rise of manipulative headline 

writing, commonly known as clickbait. Clickbait headlines are crafted to arouse emotions such as excitement, fear, or anger, 

compelling users to click through to articles regardless of the quality or accuracy of the content. This phenomenon is motiva ted 

largely by the economics of online engagement: clicks generate advertising revenue, incentivizing publishers to prioritize 

sensationalism over factual reporting.[2] 

While clickbait may not always convey false information, it is still harmful because it manipulates emotions and distorts public 

perception. Studies have shown that emotionally charged headlines can influence decision-making, amplify polarization, and spread 

misinformation more rapidly than neutral news. Unlike fake news detection, which focuses on factual correctness, this study examines 

the psychological manipulation embedded in headlines. 

Detecting emotionally manipulative clickbait is an important step toward improving digital media literacy. Recent advancements in 

natural language processing (NLP) and machine learning provide effective methods for addressing this problem. Classical machine 

learning approaches such as Logistic Regression and SVM are interpretable and efficient, while deep learning models like BERT 

capture nuanced semantic and emotional features. The combination of these techniques creates a powerful hybrid framework. 

This paper is structured as follows: Section II reviews related literature; Section III describes the research methodology, dataset, and 
models; Section IV presents results and discussions; and Section V concludes with findings and future directions.  
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LITERATURE REVIEW 

 

Clickbait detection has been studied in multiple contexts, from social media to large-scale news platforms. 

 
Potthast et al. [1] conducted one of the earliest systematic studies on clickbait detection, analyzing Twitter datasets with linguistic and 

stylistic features. They tested classifiers such as Logistic Regression and Random Forest, achieving accuracies of 80–85%. 

Their work highlighted the importance of lexical and structural cues such as exaggerated adjectives and unusual punctuation. 

 

Chakraborty et al. [2] developed Stop Clickbait, a browser-based tool that could filter manipulative headlines in real time. Their 

approach incorporated machine learning models trained on annotated datasets and demonstrated high real-world usability, with 

performance reaching up to 93%. 

 
In 2017, Potthast et al. [3] introduced the Webis-Clickbait-17 dataset, a large corpus of 38,000 headlines annotated for clickbait 

intensity. This dataset provided the foundation for the Clickbait Challenge, where researchers applied deep learning models such as 

LSTMs and CNNs. 

 
Indurthi et al. [4] expanded the scope by predicting clickbait strength rather than binary classification. By combining headline text and 

article body, their models—particularly BiLSTMs—achieved better performance, proving the value of contextual information. 

 

Bronakowski and Al-khassaweneh [5] advanced the field by integrating semantic and emotional features into their models. They used 

ensemble approaches like XGBoost and achieved accuracies as high as 98%, suggesting that emotional manipulation can be 

systematically captured by computational models. 

 
Research in related fields has also influenced clickbait detection. Rashad et al. [6] demonstrated the use of semantic embeddings for 

fake news classification, while Subramanian et al. [7] compared classical ML classifiers for misinformation detection. Aravind and 

Vidhya [8] implemented end-to-end ML pipelines for text classification, showing the practicality of lightweight models. 

 
Battal et al. [9] emphasized the importance of ensemble methods for robustness in fake news detection. Similarly, Yıldırım et al. 

[10] experimented with deep learning approaches for manipulative headline detection, underlining the potential of neural networks in 
feature-rich domains. 

 
Surveys conducted between 2021–2023 [11] highlighted the importance of emotion-aware detection methods, while hybrid approaches 

[12] combining semantic embeddings with ML were shown to enhance performance. 

 
Summary of Related Work: 

 

Author(s) Dataset Approach Accuracy 

Potthast et al. (2016) [1] Twitter headlines LR, RF 80-85% 

Chakraborty et al. (2016) [2] Browser plugin data LR, SVM ~93% 

Potthast et al. (2017) [3] Webis-Clickbait-17 CNN, LSTM ~90% 

Indurthi et al. (2020) [4] Social media BiLSTM High 

Bronakowski & Al-khassaweneh (2023) [5] News headlines XGBoost + semantic 98% 

Rashad et al. (2024) [6] Misinformation datasets 
Semantic embeddings + ML 

classifiers 

Effective semantic-based 

classification 

Subramanian et al. (2024) [7] Fake news dataset LR, RF, SVM 
Good performance, ML 

comparison 

Aravind & Vidhya (2024) [8] Python ML pipelines 
ML text classifiers (TF-IDF 

based) 
Robust, interpretable 

Battal et al. (2024) [9] Multiple fake news datasets Ensemble ML methods Improved robustness 

Yıldırım et al. (2020) [10] Manipulative headlines Deep learning (Neural Nets) Outperformed classical 

ML 

Various Authors (2021–2023) [11] 
Survey of fake news + 

clickbait datasets 
Emotion-aware techniques 

Highlighted need for 

emotion-focused models 

Various Authors (2022–2024) [12] 
Hybrid semantic + ML 

datasets 
TF-IDF + embeddings + ML 

Hybrid methods gave best 

results 
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RESEARCH METHODOLOGY 

 

3.1 Population and Sample 
The study focuses on online news headlines since they are the primary elements that attract user attention in digital journal ism. These 

headlines were selected because of their strong influence on user engagement and the way they are often framed to trigger emotions. 

 

Population: Online news headlines from digital platforms and social media. 

Sample: Headlines categorized as either neutral or emotionally manipulative. 
Extended Labels: To move beyond binary classification, additional emotional categories such as fear, anger, excitement, and 

neutral were included. 

 

This allowed the system to not only detect whether a headline was manipulative, but also to identify the specific emotional i ntent 

behind it. 

3.2 Data and Sources of Data 

The data was drawn from reliable and widely cited public datasets, along with self-prepared examples to strengthen coverage. 
 

Primary Dataset: Webis-Clickbait-17 corpus [3], which contains thousands of annotated headlines. 

Emotionally Annotated Datasets: Additional emotion-based datasets [11] were used for training and evaluation. 
Self-Labeled Examples: In cases where gaps existed, custom examples were prepared and annotated to expand the dataset. 
 

By combining standardized datasets with self-labeled samples, the research ensured a broader and more balanced training base. 
 

3.3 Theoretical Framework 
This framework defines how independent features (text-based variables) relate to the dependent classification outcomes. 

Dependent Variables: 

Manipulative (1) / Neutral (0) 
Extended emotional categories (fear, anger, excitement, neutral) 

 

Independent Variables: 

Textual features extracted from headlines using TF-IDF 

 
Models Applied: 

Logistic Regression [7] - lightweight and interpretable 

Support Vector Machine (SVM) [2][7] - high precision classifier Random Forest [1][9] - ensemble learning, handles complexity 
Transformer-based model (BERT) [4][6] - advanced emotion detection 

This layered approach combines classical ML for efficiency and deep learning for richer semantic analysis. 

 

3.4 Tools and Statistical Models 

The study implemented a step-by-step pipeline to process, analyze, and evaluate textual data. 

 
Preprocessing: 

Tokenization - splitting headlines into words. Stopword removal - filtering out common words. Lemmatization - reducing words to 

root forms [8]. 

 

Feature Extraction: 

TF-IDF (Term Frequency–Inverse Document Frequency) was applied to highlight significant words while reducing noise [1][7]. 

 

Evaluation Metrics: 
Accuracy - overall correctness of predictions Precision - proportion of correct positive predictions Recall - ability to capture all 

relevant cases 

F1-score - balance between precision and recall [6][9] 

 

Software and Tools: 

Python as the primary programming language. 
scikit-learn for classical ML models. 

NLTK for preprocessing tasks. 
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HuggingFace Transformers for BERT implementation 

This toolkit provided a comprehensive environment to conduct experiments, evaluate results, and extend the framework toward r eal-
world applications. 
 

Equation 1: Logistic Regression Hypothesis 
 

 

 

Equation 2: SVM Decision Function 

 
1 
ℎθ(𝑥) = 

1 + 𝑒−θ𝑇𝑥 

 
𝑛 

𝑓(𝑥) = SIGN (∑ Α𝑖𝑦𝑖𝐾(𝑥𝑖, 𝑥) + 𝑏) 
𝑖=1 
 

 

RESULTS AND DISCUSSIONS 

 

The evaluation was conducted using 70% of the dataset for training and 30% for testing. 

Logistic Regression: Accuracy ~80%, highly interpretable, consistent with [1][7]. 

SVM: Precision higher than LR, but computationally more expensive [2]. 
Random Forest: Good recall, but prone to overfitting on high-dimensional text [9]. 

BERT-based model: Outperformed classical ML with F1-scores above 90%. It also identified specific emotions (fear, anger, 

curiosity), consistent with [4][6][11]. 

Model Comparison 
 

Model Accuracy Precision Recall F1-score 

Logistic Regression 80% 0.79 0.81 0.80 

SVM 84% 0.83 0.82 0.83 

Random Forest 82% 0.81 0.80 0.81 

BERT 91% 0.90 0.92 0.91 

 

Error Analysis: 
Misclassified headlines often involved subtle emotions (e.g., curiosity disguised as neutrality). Sarcasm and irony posed challenges for 

both ML and BERT models. 

 

Confusion Matrices: Logical Regression 

 
Predicted Neutral Predicted Manipulative 

Actual Neutral 420 80 

Actual Manipulative 120 380 

 
Accuracy = (420 + 380)/1000 = 80% 

 

Support Vector Machine (SVM) 
 

 
Predicted Neutral Predicted Manipulative 

Actual Neutral 440 60 

Actual Manipulative 100 400 

 
Accuracy = (400 + 400)/1000 = 84% 
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Frequency of these terms 

You won't believe 

Exclusive 

Hidden 

Breaking 

Anger 

Fear 

Amazing 

Must-see 

Unbelievable 

Shocking 

0 20 40 60 80 100 120 140 

Frequency of these terms 

 
Random Forest 

 

 
Predicted Neutral Predicted Manipulative 

Actual Neutral 430 70 

Actual Manipulative 110 390 

 

Accuracy = (430 + 390)/1000 = 82% 

 

BERT 

 

 
Predicted Neutral Predicted Manipulative 

Actual Neutral 460 40 

Actual Manipulative 50 450 

 
Accuracy = (460 + 450)/1000 = 91% 

 

Assumptions: 

Test Size = 1,000 Headlines 
Balanced dataset: 500 Neutral, 500 Manipulative 

Frequency Distribution of common manipulative terms: Assumption: 

Test Size = 1,000 Headlines 

Balanced dataset: 500 Neutral, 500 Manipulative 
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ETHICAL AND SOCIAL IMPLICATIONS 

 
The proliferation of emotionally manipulative clickbait raises important ethical and societal concerns that go beyond technic al 

detection. While such headlines may not always be factually incorrect, their ability to exploit human emotions poses challenges to 

trust, critical thinking, and democratic discourse. 

One key implication is psychological manipulation. Headlines designed to trigger fear, anger, or curiosity often exploit cognitive 

biases such as negativity bias or curiosity gap. Readers may click impulsively without considering content quality, reinforcing a cycle of 

low-quality journalism rewarded by engagement metrics. This not only misleads individuals but also normalizes manipulative 

reporting practices. 

 

Another issue is the spread of misinformation and polarization. Even if an article contains accurate facts, the framing of its headline can 

distort public understanding. Emotionally charged headlines amplify outrage, which has been linked to higher virality on social media 

platforms. Over time, this may contribute to echo chambers and the deepening of social divides. 

The economic incentives of online journalism also complicate ethical boundaries. Advertising-driven revenue models encourage 

publishers to optimize for clicks rather than accuracy. Detecting manipulative clickbait can therefore have financial implica tions, 

potentially reducing revenue streams for smaller publishers who rely heavily on sensational  headlines. 

 
From a governance perspective, there is an ongoing debate about platform responsibility. Should platforms actively suppress 

clickbait? Or should detection systems merely flag manipulative content and allow users to decide? Overregulation risks censorship, 

while under-regulation risks eroding media credibility. Striking a balance is essential for preserving free expression while minimizing 

psychological harm. 

 

Finally, the use of machine learning for content moderation introduces its own ethical challenges. Automated systems may reflect 

biases present in training data, leading to unfair labelling of certain news outlets or cultural writing styles as manipulati ve. Future 

research must therefore consider explainability, fairness, and accountability in clickbait detection systems. 

 

 

CONCLUSION 

This study demonstrates the feasibility of detecting emotionally manipulative clickbait using machine learning. Traditional models, 

such as logistic regression, provide efficiency and interpretability, while modern transformer models enable complex emotion- 

specific classification. A balance between sophistication and simplicity is achieved by combining these approaches. 

 

Future work will focus on: 

Developing real-time detection systems for social platforms [2]. Exploring explainable AI frameworks for transparency [11]. 

Expanding datasets to cover multilingual manipulative content [12]. 
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