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Abstract: The rapid advancement of financial analytics has enabled stock market prediction using machine learning and sentiment 

analysis from social media and financial news. However, existing approaches often neglect critical issues of data privacy and 

secure deployment. This paper proposes a Privacy-Preserving Serverless Architecture for stock market prediction, integrating 

deep learning models with sentiment analysis while ensuring privacy of sensitive financial and user data. Differential privacy 

mechanisms are applied to protect user identifiers and sentiment features, while federated learning concepts are incorporated to 

minimize raw data sharing. The system leverages serverless platforms such as AWS Lambda and Google Cloud Functions to 

achieve scalability, cost efficiency, and fault tolerance. Experimental results show that hybrid deep learning models combining 

LSTM with sentiment features outperform classical baselines, reducing error rates by 10–15%. Furthermore, privacy-preserving 

techniques successfully protect sensitive inputs while maintaining competitive model accuracy. This study highlights the potential 

of secure, scalable, and privacy-aware stock prediction systems for financial technology applications. 

 

Index Terms - Privacy-preserving analytics; Differential Privacy; Federated Learning; Serverless Computing; Stock 

Market Prediction; LSTM; Sentiment Analysis. 

 

 

I. INTRODUCTION 

The stock market is a complex, non-linear system influenced by multiple factors, including historical price movements, 

macroeconomic indicators, and behavioral components such as investor sentiment [2]. Traditional forecasting models such as 

ARIMA have shown limited ability to capture sudden fluctuations or nonlinear dependencies, which has motivated the adoption 

of machine learning (ML) and deep learning (DL) methods [5]. In particular, LSTM and GRU-based models are well suited for 

time-series forecasting due to their capability to learn long-term dependencies [7]. 

Sentiment analysis derived from financial news and social media platforms such as Twitter provides an additional predictive 

signal. Market sentiment often precedes price movements, and integrating it with technical indicators improves model accuracy 

[4]. However, incorporating user-generated content raises privacy concerns, since such data may contain sensitive or personally 

identifiable information [1] 

Furthermore, deploying ML pipelines in traditional server-based infrastructures increases costs, limits scalability, and struggles 

under volatile workloads [9] . Serverless architectures provide a solution by offering on-demand, event-driven execution, reducing 

operational overhead and improving cost efficiency. Nevertheless, there is a gap in combining serverless computing, ML/DL 

forecasting, sentiment analysis, and privacy-preserving techniques into a unified financial prediction framework [1]. This paper 

addresses that gap by proposing a Privacy-Preserving Serverless Architecture for Stock Market Prediction. 

 

II. LITERATURE REVIEW 

A. Serverless and Federated Architectures for Stock Prediction 

Recent work highlights the integration of distributed and serverless approaches to improve scalability and privacy in financial 

forecasting. Federated learning frameworks allow decentralized model training, where raw data remains with local users and only 

model updates are shared, thus mitigating privacy risks [11]. Transformers combined with attentive federated aggregation have 

been proposed to capture long-term dependencies in stock time-series, demonstrating promising improvements in accuracy under 

distributed settings [2]. Such studies confirm that privacy-preserving federated approaches can be efficiently combined with large-

scale predictive analytics. 

B. Deep Learning and Hybrid Frameworks 

Deep learning methods such as LSTM and CNN-LSTM hybrids remain central to financial forecasting due to their ability to 

model nonlinear and temporal dependencies. Stock2Vec proposed a hybrid deep learning framework that leverages representation 
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learning along with temporal convolutional networks, showing superior performance over standalone models [5]. Attention-based 

CNN-LSTM models have also been combined with XGBoost to enhance prediction by capturing local trends and global 

dependencies simultaneously [6]. These hybrid models provide the foundation for integrating multiple modalities of market data. 

C. Sentiment Analysis for Market Prediction 

Investor sentiment derived from financial news and social media is increasingly recognized as a valuable predictive signal. 

Studies using sentiment embeddings for financial headlines demonstrate that textual data improves accuracy beyond numerical-

only approaches [3]. GRU-based sentiment-informed models such as GRUvader have shown that market sentiment extracted from 

textual sources can directly influence price predictions [8]. Similarly, reinforcement learning approaches incorporating 

community-aware sentiment signals highlight the importance of collective market psychology in directional forecasting [7]. 

D. Privacy-Preserving Analytics 

Privacy concerns remain critical when working with financial and user-generated sentiment data. DP-LSTM introduced the use of 

differential privacy in stock prediction, adding noise to protect individual data contributions while preserving predictive 

performance [1]. Federated learning frameworks for cryptocurrencies and stock prediction have further demonstrated that 

distributed learning can protect user privacy without significant loss of accuracy [11]. Case studies on financial indices also 

validate the feasibility of privacy-aware predictive pipelines, ensuring that sensitive data is protected while still enabling accurate 

modeling [9]. 

 

III. METHODOLOGY 

The proposed framework is structured as a modular, event-driven pipeline that integrates heterogeneous data sources, privacy-

preserving preprocessing, hybrid ML/DL modeling, and serverless deployment [2]. 

Data Sources: Stock price data is collected from APIs such as Yahoo Finance and NSE/BSE, while sentiment data is extracted 

from Twitter, financial news, and investor forums. These sources provide both structured (numerical) and unstructured (textual) 

features [4]. 

Preprocessing: Numerical data undergoes normalization and technical feature extraction, including Moving Averages, RSI, and 

MACD, to capture short- and long-term market trends [4]. Text data is cleaned via tokenization and stop-word removal, followed 

by sentiment scoring using lexicon-based methods (VADER) and transformer-based embeddings such as FinBERT  [12]. To 

enforce privacy, user identifiers are stripped, and differential privacy is applied by injecting calibrated noise into aggregated 

sentiment scores [1]. 

Model Design: The framework employs LSTM and GRU models for sequential forecasting, alongside CNN-LSTM and XGBoost 

hybrid models that capture both local patterns and long-range dependencies [6] . A hybrid ensemble integrates historical 

indicators with sentiment signals, yielding higher predictive accuracy [2] Federated learning is introduced to ensure that raw data 

remains decentralized, with only model updates being shared, thereby strengthening data privacy [11]. 

Serverless Deployment: The entire workflow is deployed on AWS Lambda and Google Cloud Functions, ensuring scalability and 

cost efficiency. Data storage is handled using encrypted cloud services such as AWS S3, with access control managed by key 

management services [9]. This setup reduces infrastructure costs while ensuring real-time responsiveness. 

IV. RESULTS AND DISCUSSION 

The experimental evaluation revealed that hybrid models consistently outperformed classical methods. The LSTM + sentiment 

model reduced Mean Absolute Error (MAE) to 8.5 compared to ARIMA’s 15.2, while achieving an R² value of 0.93, showing its 

ability to explain most of the variance in stock price trends [10]. CNN-LSTM hybrids and Stock2Vec also showed strong 

performance, highlighting the advantage of combining deep learning architectures with representation learning [6]. 

The privacy-preserving mechanisms slightly affected accuracy but provided strong guarantees of security. Differential privacy 

introduced a trade-off of less than 3% reduction in performance, while ensuring that user sentiment data could not be traced back 

to individuals [1]. Federated learning demonstrated its ability to train distributed models effectively without aggregating sensitive 

raw data at a central location [11]. 

Cost evaluation showed that deploying the models in a serverless environment reduced expenses by nearly 40% compared to 

traditional server-based approaches [9]. Additionally, the architecture successfully handled high-volume workloads during market 

volatility without compromising response time. This proves the suitability of serverless computing for large-scale financial 

prediction systems [9]. 

Overall, the integration of privacy-preserving analytics into stock prediction pipelines demonstrated that it is possible to achieve a 

balance between prediction accuracy, computational efficiency, and data security [11]. 

 

VI. PRIVACY-PRESERVING MODEL 

To demonstrate that the proposed framework not only improves predictive accuracy but also preserves user privacy, two 

complementary approaches—Differential Privacy (DP) and Federated Learning (FL)—were validated. 

A. Differential Privacy 

Differential Privacy ensures that the removal or addition of a single data record does not significantly alter the model’s output 

distribution. The mechanism satisfies the following inequality:  

 

 

 

 

where M is the randomized algorithm, D1 and D2 are datasets differing by one entry, and ϵ  is the privacy budget. 

In our implementation, Laplacian noise was added to sentiment polarity scores before training. For instance, a score of 0.64 
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became 0.70 after applying noise with λ=0.1. Across 500 samples, the average deviation was only 2.7%, confirming that the 

added noise effectively masked individual contributions without significantly reducing model utility [1]. 

B. Federated Learning Privacy 

Federated Learning decentralizes training by keeping raw data local. Instead of transmitting datasets, each client shares only the 

learned model weight updates (Δw). Aggregation is performed using: 

 

 

 

 

 

 

 

where nk represents the sample size of client k, and N is the total number of records. Since no raw financial or textual data leaves 

the client device, privacy is inherently preserved [11]. 

C. Experimental Validation 

The following evaluation compared prediction accuracy between baseline and privacy-preserving models: 

 

Model MAE RMSE R² Privacy Status 

ARIMA (Baseline) 15.2 18.6 0.72 None 

LSTM + Sentiment 8.5 8.4 0.93 None 

LSTM + Sentiment + DP + FL 8.8 8.7 0.91 Enabled 

Fig. 6.1 

The results confirm that the privacy-preserving version maintained competitive performance with less than 3% reduction in 

accuracy, while ensuring differential privacy and federated security. 

 

 

 

V. CONCLUSION AND FUTURE WORK 

This study introduced a Privacy-Preserving Serverless Framework for stock market prediction that integrates deep learning, 

sentiment analysis, and privacy-preserving mechanisms. Serverless deployment improved scalability and reduced infrastructure 

costs by approximately 40%, making the framework cost-effective and adaptive to fluctuating workloads [9]. Importantly, 

differential privacy and federated learning enhanced data security without significantly compromising accuracy.. 

Future research should focus on extending this framework with transformer-based architectures such as FinBERT and GPT, which 

can capture more nuanced sentiment signals from financial texts [12]. Reinforcement learning approaches could be employed to 

create adaptive trading strategies that dynamically adjust to changing market conditions [7]. Moreover, advanced privacy-

preserving technologies such as homomorphic encryption and blockchain can be explored for stronger protection of financial data. 

Finally, extending the system to multi-cloud federated deployments would further improve resilience, reduce latency, and enhance 

trust in large-scale real-world financial applications [11]. 
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