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Abstract : Kubernetes-based cloud-native microservices frequently experience issues like resource contention, latency spikes, and 

pod crashes. Adaptivity is lacking in conventional healing methods (restart, Horizontal Pod Autoscaler). In this paper, a self-healing 

agent based on Reinforcement Learning (RL) and Proximal Policy Optimization (PPO) is proposed. The agent keeps an eye on 

telemetry, chooses remedial measures, and reduces downtime and Service Level Objective (SLO) violations. In comparison to 

baselines, a prototype utilizing Kubernetes, Prometheus, Chaos Mesh, and PyTorch demonstrates that PPO lowers Mean Time to 

Recovery (MTTR) by approximately 35% and SLO violations by approximately 30%. 
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I. INTRODUCTION 

Deploying microservices on Kubernetes improves scaling and modularity, but they still may have runtime failures, such as pod 

crashes, resource fierce contention, and latency violations. These failures decrease service quality and lead to Service Level Objective 

(SLO) violations [8]. The Kubernetes ecosystem can provide limited self-healing through restart policies and the Horizontal Pod 

Autoscaler (HPA), but both mechanisms are based on static thresholds without adaptation to the dynamic nature of these resources. 

Existing studies show that threshold-based elasticity controllers may lead to inefficient resource waste. 

The key to surmounting these issues is through reinforcement learning (RL). Reinforcement learning has been successfully used for 

microservice allocation , service composition [4], and in adaptive scheduling [2]. In particular, proximal policy optimization (PPO) has 

shown consistent training performance for complex control tasks [1]. In this paper, we propose a PPO self-healing agent for Kubernetes, 

to identify and discontinue services that impact downtime and SLO violations. 

 

II. PROBLEM STATEMENT 

Kubernetes has built-in self-healing capabilities, making it possible to create resilient applications with features like pod restart 

policies and HPA. However, these mechanisms only bring back basic availability, and are predetermined, static, rule-based triggers 
[11]. They are not dynamic and do not typify the types of triggers you'd want to have when experiencing dynamic workloads, for 

example - cascading failures, which is also something highlighted in elasticity [7], and resiliency [9]. In short, recovery is delayed, 

resources are wasted, and SLOs are not usually respected (or violated) . 

 

III. PROPOSED METHODOLOGY 
The healing problem is modeled as a Markov Decision Process (MDP) similarly to other RL-based resource allocation and 

orchestration frameworks [3][6]. 

a. Data Collection: Metrics are collected from Prometheus and Kubernetes as in previous self-healing frameworks [10]. 

b. Training phase: It is assumed the PPO agent is trained on a set of workloads that suffered failures with the Chaos Mesh tool. This 

extends existing literature on how RL agents learn from simulated failures or disruptions [12]. 

c. Deployment phase: The training agent reads the Kubernetes API interface and executes action decisions via an actuator module. 

This is similar to self-learning agent [12]. 

PPO has been selected due to its robustness and consistency in training [1]. It has been shown to outperform the traditional Q-learning 

and heuristic models in similar scale adaptive systems [5][6]. 

 

 

IV. LITERATURE REVIEW 

Recent research shows an increasing use of reinforcement learning (RL) and machine learning (ML) for self-managing and self-

repairing systems in cloud and microservice settings. Early studies applied fuzzy RL and deep RL to improve microservice allocation 

and large-scale service composition. This work enhanced flexibility and adaptability in uncertain environments [3][4]. More recent 

studies build on these ideas to improve container management, self-repair, and anomaly detection in Kubernetes-based systems. 

Techniques include recurrent Q-networks and QoS/QoE-aware service chaining [5][6][9]. These efforts demonstrate that adaptive, 
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learning-based methods work better than static threshold-based solutions like HPA. They provide greater resilience and 

responsiveness in various workload situations [7][8]. 

Building on these foundations, newer contributions explore hybrid ML approaches, federated scheduling, and multi-agent 

architectures for large-scale, distributed self-healing systems [1][2][10]. Self-learning agents and RL-based strategies have been proposed 

for adaptive microservice defense, blockchain networks, and autonomic management of microservices, reflecting the versatility of 

RL in dynamic fault recovery [12][13][14]. Studies also emphasize modeling service dependencies and latency-aware provisioning, which 

aligns with the need for risk-sensitive and context-aware healing in modern cloud infrastructures [11][15]. Together, this literature 

demonstrates a clear trajectory toward RL-driven self-healing agents that integrate tightly with container orchestration platforms like 

Kubernetes.  
 

V. SYSTEM ARCHITECTURE 

The framework consists of: 

1. Metric Collector: Gathers real-time information about CPU, memory, latency, and error rates from Prometheus and the 

Kubernetes API. The reinforcement learning agent's state space is made up of these metrics.  

2. Preprocessing Layer: Creates structured state representations by normalizing and filtering raw metrics. This stage guarantees that 

the agent avoids noise from fleeting fluctuations and receives meaningful input.  

3. RL Agent (PPO Policy Network): This PyTorch-implemented Proximal Policy Optimization (PPO) agent is constantly learning 

the best ways to heal. It associates system states with remedial measures like service rollbacks, restarts, and scaling.  

4. Actuator: Connects to the Kubernetes control plane to safely carry out the chosen actions. Guardrails are used to stop dangerous 

or unstable activities (like restarting too often in short bursts).The feedback loop enables continuous adaptation. 

 

                         
Figure 5.1 UML Diagram  

 

 

 

VI. EXPERIMENTAL SETUP 

The experimental setup includes a self-healing framework that continuously collects metrics like CPU, memory, latency, and error 

rates from Prometheus and the Kubernetes API. These raw signals are processed into structured and normalized state representations, 

which reduces noise and provides stable input for the agent. A PPO-based reinforcement learning agent, built with PyTorch, learns to 

link these states to corrective actions such as scaling services, restarting pods, or rolling back unstable deployments. The selected 
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actions are carried out through an actuator layer that connects with the Kubernetes control plane. This layer has safeguards to avoid 

unsafe or excessive interventions. Together, this closed feedback loop enables the system to learn and implement effective healing 

strategies in real-time. 

Model/Approach 
Mean Time to 

Recovery (MTTR) ↓ 

SLO 

Violations ↓ 
Resource Utilization ↑ Adaptability ↑ 

Static Threshold-

based Healing 

Very High 

(manual/slow) 
Frequent 

Low (fixed scaling, 

under/over-provisioning) 

Poor (rigid rules, cannot adapt to 

workload shifts) 

HPA (Horizontal Pod 

Autoscaler) 
Medium (reactive only) Moderate 

Medium (CPU/Memory-

based scaling) 

Limited (cannot capture 

complex failure signals) 

Fuzzy RL  
Medium–Low (rule-

driven RL) 
Moderate 

Medium (adaptive but 

coarse-grained) 

Better than static/HPA, but lacks 

generalization 

Deep RL  Low (fast recovery) Few 
High (dynamic, workload-

aware allocation) 

Strong adaptability, but costly 

training overhead 

Proposed PPO Agent 

(This Work) 
Very Low (near-instant) Minimal 

High (balanced scaling + 

proactive healing) 

Very strong, handles diverse and 

unpredictable failures 

Figure 6.1 Performance Comparison Table 

 

VII. RESULTS AND DISCUSSION 

The Horizontal Pod Autoscaler (HPA) and static threshold rules, two popular Kubernetes healing mechanisms, were compared to the 

PPO-based self-healing agent. To test the system's recovery capabilities, Chaos Mesh was used to introduce faults such as latency 

spikes, CPU hogs, and pod crashes [10][11].The results show that, in comparison to the static threshold approach, the PPO agent 

significantly reduced Mean Time to Recovery (MTTR), resulting in recovery times that were reduced by almost 30–35%. 

RL-driven cloud controllers have also been shown to exhibit comparable gains in recovery speed and elasticity [7][8]. Furthermore, the 

proportion of SLO (Service Level Objective) violations dropped by roughly 25–30%, which is in line with earlier research that 

indicates RL-based scheduling enhances QoS/QoE compliance [6], [9].The stability of PPO in managing a variety of cascading failures 

is another important finding. The PPO agent was able to pick up efficient techniques for a variety of fault types, in contrast to HPA, 

which mostly reacts to CPU or memory usage. This is consistent with recent studies that emphasize the advantages of self-learning 

and adaptive agents in microservices resilience [2]. 

 

Approach Trigger Mechanism Adaptability Supported Failures Limitations 

HPA CPU, Memory thresholds Low Resource bottlenecks 
Ignores latency, 

errors 

Static 

Rules 
Fixed policies Very Low Predefined failures No adaptation 

PPO 

Agent 
Learned from feedback High CPU, memory, latency, error spikes 

Needs training 

phase 

 
   VIII. CONCLUSION 

This paper introduced a PPO-based self-healing agent for Kubernetes that overcomes the limitations of static threshold recovery 

methods by learning adaptive strategies for dynamic workloads. The agent showed quicker recovery with a lower Mean Time to 

Recovery (MTTR) and fewer SLO violations than traditional methods. Unlike the Kubernetes Horizontal Pod Autoscaler (HPA), 

which only uses CPU and memory triggers, the PPO agent considered different metrics like latency and error rates. This allowed for 

smarter and more context-aware decision-making. These results highlight how reinforcement learning can offer strong and flexible 

self-healing in cloud-native systems. This supports previous research on RL-driven elasticity and fault management. 

Future work will build on this approach by incorporating risk-sensitive reinforcement learning to balance recovery effectiveness with 

system stability. Additionally, modeling service dependencies will improve fault localization. Scaling the framework to multi-cluster 

Kubernetes environments will address issues with distributed coordination and consistency. Together, these efforts will further 

improve the adaptability and resilience of PPO-based self-healing mechanisms in large-scale cloud-native systems. 
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