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Abstract :  In the field of computer vision, object detection technology has garnered significant attention in recent years due to its 

wide-ranging applications. Among the various detection algorithms, You Only Look Once (YOLO) stands out as a pioneering 

approach that formulates object detection as a regression problem, enabling end-to-end training and inference. This unique 

methodology ensures an optimal balance between speed and accuracy, making YOLO a preferred choice for real-time 

applications. Over the years, the YOLO series algorithms have evolved considerably, demonstrating remarkable success across 

diverse domains such as autonomous driving, surveillance, robotics, and medical imaging. This paper provides a comprehensive 

investigation into the critical applications of YOLO algorithms, highlighting their practical implementations and impact. 

Furthermore, a detailed comparison is drawn between YOLO and other state-of-the-art object detection frameworks, emphasizing 

its advantages in terms of computational efficiency, scalability, and adaptability. Based on this analysis, the distinctive 

characteristics of YOLO-such as its unified detection pipeline, multi-scale feature learning, and lightweight variants-are 

systematically summarized. Finally, the study explores potential future directions for YOLO, including enhancements in small-

object detection, robustness in occluded scenarios, and integration with emerging paradigms like transformer-based architectures. 

By synthesizing these insights, this review aims to serve as a valuable reference for researchers and practitioners seeking to 

leverage YOLO’s capabilities for next-generation vision systems. 
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I. INTRODUCTION 

With the continuous development of deep learning, object detection technology has gradually become a research hotspot. 

Nowadays, machines can replace traditional manual detection to a certain extent, and even surpass manual detection in terms 

of accuracy and speed. In the field of object recognition, the more classic algorithms include R-CNN [1], which uses deep 

learning technology to automatically identify features in images, thereby classifying, predicting, and identifying samples. T he 

fields of computer vision and deep learning continue to develop and make breakthroughs. After R-CNN, many image detection 

algorithms based on deep learning have emerged, such as Fast RCNN [2], Faster R-CNN [3], Mask R-CNN [4], and YOLO. 

The YOLO series of algorithms are different from the R-CNN series of algorithms. The YOLO series of algorithms are one-

stage algorithms, while the R-CNN algorithm is a two-stage algorithm. Therefore, the YOLO algorithm has a faster detection 

speed and can be applied to real-time detection and video detection. It has received much attention in recent years. 

II. RELATED WORK 

The YOLO algorithms have been pivotal in advancing real-time object detection research. Building upon the foundational work 

of CNN-based architectures, such as R-CNN and its derivatives (Fast R-CNN, Faster R-CNN), which aimed at improving accuracy 

through region proposals, YOLO introduced a paradigm shift by formulating object detection as a single regression problem, 

enhancing processing speed significantly [5]. Numerous studies have explored enhancements to YOLO's capabilities by integrating 

CNN modifications and feature extraction techniques. 

For instance, YOLOv2 and YOLOv3 iterations improved detection accuracy and small object recognition by utilizing multi-scale 

feature maps and the DarkNet-53 architecture, which incorporates residual connections. Researchers have also investigated 

integrating attention mechanisms and ensemble learning to boost performance further. Furthermore, [6] a growing body of work has 

emerged focusing on YOLO's application in diverse domains, such as surveillance, autonomous vehicles, and medical image 

analysis, demonstrating its versatility and resilience in complex environments. 

Recent advancements explore hybrid models that combine YOLO with transformer architectures, recognizing their potential to 

enhance contextual awareness in challenging scenarios. Overall, the continual evolution of YOLO and its modifications represents a 

key area of research in object detection, pivotal for the development of robust, scalable systems adaptable to various practical 

applications. 
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III. YOLO SERIES ALGORITHM DEVELOPMENT PROCESS AND PRINCIPLE 

Since the R-CNN series of algorithms cannot meet the current real-time detection requirements in terms of object detection 

speed, [5]first proposed the YOLO object detection algorithm in 2016. This is a one-stage detection algorithm based on regression. 

Up to now, the YOLO series has undergone five version updates, and the algorithm has been gradually improved. It has become the 

mainstream algorithm for real-time object detection.  

Figure 1. Implementation of YOLOv1. 

 

In the YOLOv1 algorithm, the resolution of each image input (448 × 448) is fixed. The input image will be divided into S × S 

grids. Each grid is responsible for predicting what the object at the center point within its range belongs to, and will generate 2 

bounding boxes (candidate boxes) to predict the shape of the object. Each grid will predict 5 parameter values, namely (x, y, w, h, 

confidence), where: S × S is the number of grid divisions; x, y are the offset values of the center of the predicted box relative to the 

grid boundary; w, h are the ratios of the width and height of the predicted box to the width and height of the image; confidence is the 

IOU value between the predicted box and the real box (1).  

In the YOLOv1 algorithm, each grid predicts multiple bounding boxes, but in training, we hope that each object will only output 

one optimal box for prediction. Therefore, we need to introduce a value here, namely: 

IOU = ( Detection Ｒesult∩Ground Truth) / ( Detection Ｒesult∪Ground Truth)   (1) 

The convolutional network extracts and detects features in the image and outputs the optimal result through the NMS (non-

maximum suppression) [6] method. 

YOLOv1 uses the GoogLeNet [7] network structure, which uses 24 convolutional layers and 2 fully connected layers. 

Since YOLOv1 has a fully connected layer, the input image resolution is fixed to 448 × 448, and the final output formula is: 

A. YOLOv1 

YOLOv1 is an end-to-end object recognition and detection method proposed by Joseph Redmon in 2016. It can predict the 

probability of object categories on a complete image. The implementation process of YOLOv1 is shown in Figure 1. 

S × S( B × 5 + C)    ( 2) 

Where: S × S is the number of divided grids (2); B is the number of prediction boxes, B = 2; 5 is the number of prediction parameters 

(x, y, w, h, confidence); C is the type of detection and recognition, C = 20. 

In YOLOv1, there is a certain error between the predicted (x, y, w, h) and the real (x, y, w, h). Here, a loss function is introduced 

to minimize this error. The loss function is as follows: 
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Where: ∐𝑖𝑗
𝑜𝑏𝑗

 is the j candidate box in grid i, responsible for the prediction of obj; ∐𝑖
𝑜𝑏𝑗

 is to determine whether the center of obj is 

in grid i; ∐𝑖𝑗
𝑛𝑜𝑜𝑏𝑗

is the j candidate box in grid i that is not responsible for the prediction of obj; S is the number of grids; B is the 

number of predicted boxes, in YOLOv1 B = 2; xi, yi, wi, hi are predicted values; 𝑥̂𝑖 , 𝑦̂𝑖 , 𝑤̂𝑖, ℎ̂𝑖  are true values; 𝜆𝑐𝑜𝑜𝑟𝑑, 𝜆𝑛𝑜𝑜𝑏𝑗 are 

weight parameters (3). 

Although the YOLOv1 object detection algorithm has the advantages of fast detection speed and simplicity, it also has many 

disadvantages, such as each grid can only predict one category, it cannot solve overlapping objects, and the detection effect of small 

objects is average. 

B. YOLOv2 

YOLOv2 was proposed [8]in 2017. It mainly improves some shortcomings of YOLOv1 and has significantly improved the accuracy 

and number of object detections. Since the number of detections of YOLOv2 is as high as more than 9,000, YOLOv2 is also called 

YOLO 9000. YOLOv2 uses the DarkNet-19 network structure and abandons the GoogLeNet network structure of the YOLOv1 

version. The network structure has no fully connected layer and has 5 downsampling operations, all of which are convolution 

operations. The 1 × 1 convolution operation is to save parameters. 
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In the YOLOv1 version, since there are two fully connected layers, Dropout is used to prevent the network from overfitting 

[9],[10],[11],[12]. In the YOLOv2 version, there is no fully connected layer, so Dropout is abandoned. Batch Normalization is added 

after each convolution [13], so that the input of each layer of the network is normalized, which makes convergence relatively easier 

and enhances the generalization ability of the network. In addition, YOLOv2 has performed 10 fine-tunings at a large resolution 

based on the training of the YOLOv1 version, so that the network can adapt to higher resolution images; the k-means clustering 

algorithm is used to cluster the bounding boxes of the training set. 

Since the receptive field of the feature map of the last layer is too small and small objects may be lost, the feature fusion is 

improved and the network is trained on the ImageNet [14] and COCO [15]datasets simultaneously using joint optimization 

technology. 

C. YOLOv3 

YOLOv3 was proposed [16] in 2018. Compared with YOLOv2 and YOLOv1, YOLOv3 mainly improved the network structure. It 

used the DarkNet-53 network structure to achieve simultaneous improvement in object detection speed and accuracy, making it more 

suitable for the detection of small targets. It introduced the idea of Res-Net (residual network) [17] and stacked more layers for 

feature extraction. At the same time, it adopted Spatial Pyramid Pooling Networks (spatial pyramid network algorithm)[18] to 

achieve multi-size input and same-size output. 

D.YOLOv4 

In April 2020, [19] improved YOLOv3 and proposed the more powerful YOLOv4 algorithm, which is characterized by its 

integration. Its network structure adopts CSP DarkNet-53 [20]. In order to make YOLOv4 adapt to inputs of different sizes, the SPP-

Net structure is introduced. In order to make full use of feature fusion, PANet [21] is also introduced. YOLOv4 has conducted a large 

number of tests on some commonly used tricks in deep learning, mainly including the following contents. 

1) Input: YOLOv4 improves the input through data enhancement, cmBN, and SAT self-adversarial training; 

2) Backbone main network: The CSP network structure is integrated into the DarkNet-53 network structure, and YOLOv4 uses the 

upgraded CSP DarkNet-53 network; 

3) Activation function: In order to obtain better accuracy and generalization, the Mish activation function is used in Backbone; 

4) Dropblock: In YOLOv4, Dropblock, which is similar to the Dropout function, is used to alleviate overfitting[22]; 

5) Neck: The SPP module and FPN + PAN structure are used. 

E.YOLOv5 

Shortly after YOLOv4 came out, relevant researchers launched the YOLOv5 algorithm in June 2020. Unlike the previous 4 versions, 

the YOLOv5 algorithm only has code and no relevant papers have been published. It is the result of engineering practice, so the 

specific performance cannot be compared with other object detection algorithms. Although there are no relevant papers on the 

YOLOv5 algorithm, it can be seen from its code that the YOLOv5 version is essentially the same as the YOLOv4 version, and the 

author did not compare it with other YOLO algorithms. In terms of size, YOLOv4 has 244 MB, while YOLOv5 has only 27 MB. 

The model size has been lightweight, but it is comparable to YOLOv4 in terms of object detection speed. In YOLOv5, the 

intermediate/hidden layer activation function uses Leaky ＲeLU, and the final detection layer activation function is Sigoid; the input 

end uses adaptive anchor box calculation and adaptive image scaling methods. 

After several versions of improvements, the YOLO series of algorithms have become dominant in the field of object detection. 

IV. ALGORITHM PERFORMANCE COMPARISON 

The performance comparison of different object detection algorithms in the PASCAL VOC [23] series and MS COCO[24] test 

sets is shown in Table 1. Since these algorithms have differences in network structure, software and hardware, and parameters, in 

order to make the listed data have effective reference value, the results in the table are all performances under objective and 

approximate conditions. In the data set test, the two important indicators for measuring the quality of the algorithm are mean average 

precision (WmAP) and frames per second (FPS). The former mainly reflects the monitoring accuracy, and the latter mainly reflects 

the detection accuracy. From the summary table, it can be concluded that the YOLO algorithm exceeds other algorithms in terms of 

object detection speed, but the detection accuracy needs to be improved. From this, we can see the future development direction of 

the YOLO series of algorithms. 

 

 

 

TABLE 1. Performance of each object detection algorithm in the dataset 

Algorithm Name Network structure 
VOC 2007 

(mAP@0.5) 

VOC 2012 

(mAP@0.5) 

MS COCO 

(mAP@0.5:0.95) 
FPS 

YOLOv1 GoogLeNet 63.4 57.9  45.0 

YOLOv2 Dark Net-19 78.6 73.4 21.6 59.0 

YOLOv3 Dark Net-53   33.0 20.0 

YOLOv4 CSP Dark Net-53   43.5 33.0 

R-CNN Alex Net 58.5 53.3  0.1 
Fast R-CNN VGG-16 70.0 68.4 19.7 0.5 

Faster R-CNN Res Net-101 76.4 75.9 21.9 5.0 

SSD VGG-16 74.3 75.9 26.8 59.0 

DSSD Res Net-101 81.5   5.5 

RSSD VGG-16 80.8   16.6 

FSSD VGG-16 80.9   35.7 
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V. APPLICATION EXAMPLES 

The YOLO series of algorithms are used in many fields in object recognition and detection applications, such as security, 

military, medical, autonomous driving, transportation, industry, agriculture, etc. 

A.TRANSPORTATION 

Used the YOLOv1 algorithm to detect vehicles in real time[25]. The results showed that the algorithm had high detection speed 

and accuracy, and basically met the requirements of real-time monitoring. [26] used the improved YOLOv2 algorithm to detect 

traffic signs in real time. Experiments showed that the method had faster speed and better robustness, and the fastest detection 

speed could reach 0.017 s. [27] applied the YOLOv2 object detection algorithm to the automatic driving system (ADS) and the 

driver assistance system (DAS). Experiments showed that the algorithm improved the accuracy of vehicle detection without 

reducing the detection speed. Enhanced YOLOv3 micro-network algorithm and applied it to ship detection[28]. It achieved a 

good balance between detection accuracy and real-time performance and was more suitable for actual scenarios. Speed 

measurement in aircraft type detection[29]. At the beginning of the development of YOLOv5, the author did not compare it with 

other algorithms, so there is no performance test result of relevant data sets, and no comparison is made here. YOLOv5 algorithm, 

experiments show that the algorithm can effectively detect the type of aircraft in optical remote sensing images; [30]a new multi-

sensor multi-level enhanced convolutional network model - MMEYOLO. MME-YOLO consists of two tightly coupled structures, 

namely the enhanced reasoning head and the LiDAR-Image composite module. The enhanced reasoning head provides the 

network with stronger reasoning capabilities through the attention-guided feature selection block and the anchor/anchor-free 

integration head. In addition, the LiDAR-Image composite module cascades the multi-level feature map from the LiDAR subnet 

to the image subnet, thereby enhancing the generalization of the detector in complex scenes. It has been tested that even at night 

peaks and inconsistent lighting conditions, it can ensure high accuracy. 

B.MILITARY AND SECURITY FIELDS 

The improved YOLOv2 algorithm to the recognition of armored vehicles[31]. It was verified that this method can effectively and 

accurately recognize specific armored targets in real time. The improved YOLOv3 algorithm to quickly identify and detect 

missiles during the attack process[32], proving that the algorithm has high application value in the military. An improved Fire-

YOLO deep learning algorithm for detecting small targets, fire-like and smoke-like targets in forest fire images, as well as fire 

detection under different natural light conditions[33]. The Fire-YOLO detection model expands the feature extraction network 

from three dimensions, enhances the feature propagation of small fire target recognition, improves network performance, and 

reduces model parameters. Experiments have verified that this method can effectively detect small fires, fire-like and smoke-like 

targets. When the input image size is 416 × 416 resolution, the average detection time is 0.04 s per frame, which can meet the 

needs of real-time fire detection. 

C. MEDICAL FIELD 

Combined the YOLOv3 and U-Net methods to accurately extract overlapping and adherent chromosomes[34]. This method is of 

great significance to the development of automatic chromosome karyotype analysis technology;[35] the YOLOv5 algorithm in the 

left and right identification of medical surgical gloves. Experiments showed that the algorithm can basically realize the left and 

right identification of medical surgical gloves;[36] the YOLOv3 detection algorithm to the examination of breast X-ray lumps and 

distinguished between malignant and benign lumps. The experiment used breast X-ray photographs of different resolutions and 

detected the INbreast breast X-ray dataset based on YOLOv3. The average accuracy was 94.2% and 84.6% respectively. The 

lumps were classified as benign and malignant, and the detection results were good. 

D. INDUSTRIAL FIELD 

The YOLOv2 object detection algorithm in the intelligent identification and positioning of coal and rock, and compared it with 

Faster R-CNN and SSD[37]. The experimental results showed that the YOLOv2 algorithm was superior to the other two 

algorithms in terms of both accuracy and speed. YOLOv2 was more suitable for accurate and fast identification of coal and rock; 

[38]an improved YOLOv3 object detection algorithm. It was verified that the algorithm can successfully solve the problem of 

insensitivity in detecting bearing cover defects. Experiments show that the improved YOLOv3 can achieve real-time detection; 

[39]an improved Tiny-YOLOv3 object detection algorithm. On the basis of Tiny-YOLOv3, a residual network structure based on 

convolutional neural network was added. The detection accuracy was improved while ensuring the real-time detection, which is 

more suitable for the detection of obstacles in mines; [40]improved Tiny-YOLOv3 object detection algorithm based on the 

improved YOLOv4-Tiny network, proposed a detection algorithm for real-time detection of electronic components on a conveyor 

belt. Experiments show that compared with other mainstream algorithms, this algorithm can maintain the highest detection 

accuracy at the fastest speed; [41]proposed an improved YOLOv4 detection algorithm to address the problem that surface defects 

of aluminum are difficult to detect. The algorithm enhances the feature fusion capability of the neck network and adds the SENet 

attention mechanism to the network, which improves the detection accuracy overall. The proposed algorithm meets the 

requirements of aluminum defect detection; [42]developed a variant YOLOv4 algorithm based on the YOLOv4 network model. 

This variant algorithm can simultaneously achieve weld target detection, fewer defect classification parameters, and high speed in 

the appearance inspection of white body welds[43] automatic detection and reading of pointer instruments based on the YOLOv4 

algorithm. The experimental results show the speed and effectiveness of the algorithm. 

D. AGRICULTURE 

A YOLOv3-Litchi algorithm based on YOLOv3[44], which can perform real-time detection of densely distributed litchi fruits in 

large visual scenes; [45] YOLOv5-Ours algorithm based on YOLOv5. Experiments showed that the algorithm can realize real-

time detection of kiwifruit defects and is a robust kiwifruit flaw detection strategy;[46] Improved YOLOv4 tomato fruit detection 

method combined with transfer learning for tomato fruits in 6 complex conditions in greenhouses. The model was pre-trained 

using the ImageNet dataset and VGG-16, and the weight parameters of the model were improved. The research results showed 

that the improved model had an average detection accuracy of more than 90% for tomato fruits in 6 complex conditions, and the 
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detection accuracy of maturity was also better than the original model. This method realized the detection of tomato fruits in 

complex environments. 

VI. SUMMARY AND OUTLOOK 

Object detection algorithms have important application value in many fields. The YOLO algorithm stood out in the early days 

due to its detection speed and once became the most popular object detection algorithm. This article reviews the development 

history of the YOLO series of algorithms and their applications in some fields. It is learned that the series of algorithms can still 

be optimized in practical application scenarios, which is also the future development trend of the YOLO algorithm. Based on the 

current status of target detection, the following outlook is made: 

1) Although small target detection has been optimized in YOLOv3, the optimization in this aspect is not obvious in  

 subsequent versions, and there is still a lot of room for improvement in small target detection or occluded part detection; 

2) Very light changes have been implemented in the YOLOv5 version, which is still a development direction; 

3) A suitable bounding box can save the time of drawing the box, thereby speeding up the detection speed; 

4) The speed and accuracy of detection should be balanced, and one aspect should not be pursued blindly; 

5) The YOLO algorithm can be integrated with other object detection algorithms to obtain the optimal detection algorithm 

 by taking advantage of their strengths and weaknesses; 

6) The data set is not complete and needs to be developed. 
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