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Abstract

Leaf diseases pose a significant challenge for farmers, as they can reduce crop yields and threaten food security. In the past,
manual inspection was used to detect these illnesses, which may be a time-consuming and human error-prone procedure.
New methods for recognizing and classifying leaf diseases have surfaced with the development of machine learning (ML)
and deep learning (DL), providing more accurate and effective treatments.This research explores the use of a variety of
machine learning and deep learning techniques, such as neural networks, random forests, and support vector machines
(SVM). Additionally, it highlights advanced techniques such as convolutional neural networks (CNNs) and transfer learning.
A key resource in this field is the PlantVillage dataset, which has been instrumental in developing and testing these
technologies. While these methods offer promising results, they come with challenges. For example, the limited diversity of
available datasets can hinder model performance, and applying these techniques in real-world, real-time settings remains
difficult. Scalability is another issue, as models designed for small datasets often struggle to handle larger or more complex
ones. The paper identifies potential directions for future research, including designing more efficient models, enhancing the
interpretability of deep learning systems, and adapting models for various environmental conditions. By providing an
overview of current research, this review aims to support the development of better tools for automated leaf disease
detection, ultimately benefiting both farmers and the broader agricultural community.

Keywords: Leaf disease detection, machine learning, deep learning, convolutional neural networks, PlantVillage dataset,
agriculture, automated disease detection.

1. Introduction

Leaf diseases are one of the most significant challenges faced by farmers worldwide, as they can drastically reduce crop
yields, leading to economic losses and threats to food security [1]. These diseases, which affect the leaves of plants, are often
caused by various pathogens, including fungi, bacteria, and viruses. Timely detection and effective management of leaf
diseases are crucial to ensuring healthy crops and maintaining agricultural productivity [2]. In traditional farming practices,
detecting these diseases relies heavily on manual inspection, where agricultural experts visually assess plant leaves for any
signs of infection [3]. While this method has been used for centuries, it is not without its limitations. In addition to being
time-consuming and labor-intensive, manual detection is also prone to human mistake, particularly when working with big
farms or crops that exhibit symptoms that are similar in appearance [4]. Furthermore, it often requires specialized
knowledge, which may not be accessible to all farmers, particularly in remote areas.

The detection and treatment of leaf diseases have advanced dramatically because to machine learning (ML) and deep
learning (DL) [5]. These methods allow for accurate, scalable, and automated illness detection. Using data taken from
photos, traditional machine learning methods like support vector machines (SVM), random forests, and decision trees have
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been utilized extensively to categorize leaf diseases [6]. These methods, however, frequently rely on human feature
engineering, which can be time-consuming and inadequate for capturing the intricacy of the data. On the other hand, deep
learning models—particularly convolutional neural networks (CNNs)—can minimize the amount of manual input required
by automatically extracting pertinent characteristics from raw visual data [7]. CNNs have demonstrated remarkable efficacy
in the classification of plant leaf pictures, attaining a noteworthy level of accuracy and enabling real-time disease diagnosis
across a range of applications [8].

A key component of this research is the availability of large, labeled datasets, such as Plant Village, which contain images of
both healthy and diseased plant leaves. These datasets serve as essential benchmarks for training and testing machine
learning and deep learning models, providing researchers with a standardized platform to compare different techniques.
However, despite the progress in applying ML and DL for leaf disease detection, there are still several challenges that need
to be addressed. These include issues related to the lack of diversity in existing datasets, model generalization to different
environmental conditions, and the high computational costs associated with training complex deep learning models. In
addition, real-time deployment of these models on mobile devices or drones remains a significant challenge, as these models
need to be both accurate and computationally efficient.

This study presents an in-depth review of the latest machine learning and deep learning methods utilized for detecting leaf
diseases. It examines various techniques, outlining their advantages, limitations, and real-world applications. Additionally,
the paper identifies key challenges in this domain and suggests avenues for future exploration, such as designing lightweight
models suitable for mobile use, diversifying datasets, and enhancing the interpretability of models. By consolidating recent
progress in the field, this review aims to provide direction for upcoming research and valuable insights into harnessing
machine learning and deep learning to improve the precision and efficiency of leaf disease detection [7][8].

2. Related Work

In recent years, machine learning (ML) and deep learning (DL) techniques have made significant progress in the domain of
leaf disease detection. Many studies have focused on applying various ML and DL algorithms to identify and classify
diseases in plants, particularly in their early stages. A common approach is to use image classification models that analyze
visual features extracted from plant leaves. These methods are beneficial as they automate the process of disease detection,
eliminating the need for human expertise and reducing the time required for analysis.

The researcher [9] conducted a review of various machine learning algorithms, such as support vector machines (SVM),
random forests, and k-nearest neighbors (KNN), evaluating their effectiveness in classifying plant diseases. Their study
emphasized the strengths and limitations of each approach while highlighting the potential benefits of hybrid models that
integrate multiple ML techniques to enhance accuracy in disease detection. Similarly, [10] investigated the application of
deep learning for identifying plant diseases, with particular attention to convolutional neural networks (CNNSs). They noted
that CNNs have become a highly effective tool for plant disease classification, as these networks can autonomously learn and
extract critical features from input images, significantly reducing the reliance on manual feature selection.

[11] conducted a comparative analysis of machine learning and deep learning approaches for leaf disease detection. Their
findings indicated that deep learning methods, particularly convolutional neural networks (CNNs), surpassed traditional ML
algorithms in both accuracy and computational efficiency. Similarly, [12] emphasized the growing effectiveness of deep
learning models, noting significant progress in model architectures. They highlighted the utility of techniques like transfer
learning and the application of pre-trained models, which have shown considerable success, particularly when working with
limited datasets.

The importance of large, annotated datasets for training and validating these models is emphasized in many studies. Plant
Village, a publicly available dataset containing images of over 54,000 healthy and diseased plant leaves, has been widely
used in research and has become a standard benchmark for evaluating disease detection models [13]. [14] discussed the role
of this dataset in improving the generalization ability of ML and DL models by providing diverse examples of plant diseases
from various crops. Furthermore, in [15] reviewed several deep learning techniques for plant disease recognition and
proposed several strategies for improving model performance, such as data augmentation and fine-tuning pre-trained models.

One of the significant challenges for researchers is the limited availability of high-quality and diverse datasets encompassing
various plant species and disease types. To overcome this issue, some studies have investigated the use of synthetic data
generation methods, including Generative Adversarial Networks (GANSs), to augment training datasets with additional
samples.[16] investigated the use of GANSs in generating synthetic leaf images to improve the training process of deep
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learning models and overcome the limitations posed by small datasets. Similarly, [17] focused on the challenges associated
with creating large-scale datasets and proposed solutions to collect data from different geographic regions to account for
environmental variability.

Another emerging focus in research is improving the interpretability of models. Although deep learning techniques
like CNNs deliver impressive accuracy, they are frequently regarded as 'black-box' models, making it challenging
to understand the rationale behind their predictions.[18] discussed various approaches for improving the interpretability
of these models, including the use of attention mechanisms and saliency maps, which help visualize which parts of the image
are most important for disease classification.

Further, integrating real-time disease detection systems into mobile devices has been an important goal in recent studies. [19]
presented a lightweight deep learning model designed for mobile platforms that can classify plant diseases in real-time. This
approach was aimed at providing farmers with an easy-to-use tool for diagnosing diseases directly in the field. Similarly,
[20] developed a mobile application that uses deep learning models to classify plant diseases from leaf images, enabling on-
the-spot diagnosis in agricultural settings.

Recent studies have also tackled the challenge of domain adaptation, where models trained on one dataset may not generalize
well to another due to variations in environmental factors like lighting, background, and image quality. [21] introduced
domain adaptation methods aimed at improving the performance of deep learning models across diverse datasets, thereby
enhancing their robustness in practical, real-world settings.

3. Methods

This section examines many machine learning (ML) and deep learning (DL) techniques for identifying leaf diseases and talks
about their advantages, disadvantages, and future directions. Deep learning models, hybrid approaches, and conventional
machine learning algorithms are among the techniques examined. Furthermore, we evaluate these models' performance,
contrast their advantages and disadvantages, and suggest future lines of inquiry and advancement.

3.1 Machine Learning Methods

Leaf disease identification has made substantial use of machine learning, especially in situations with limited computational
resources or tiny datasets. Well-liked methods like Random Forests, K-Nearest Neighbors, and Support Vector Machines
(SVM) have unique benefits and drawbacks.

3.1.1 Support Vector Machines (SVM)

A supervised learning method called Support Vector Machines (SVM) divides data into several categories by determining
the best hyperplane to divide the data points into. SVM is frequently used to evaluate leaf photos in the context of leaf
disease identification by utilizing characteristics including color, texture, and form.When relevant features are meticulously
chosen, SVM has demonstrated effectiveness in differentiating between healthy and diseased plants. However, a significant
limitation is its reliance on a separate feature extraction step, which can be labor-intensive and may overlook intricate
patterns present in the images [22].

3.1.2 K-Nearest Neighbors (KNN)

K-Nearest Neighbors (KNN) is a simple, non-parametric classification method. In order to identify leaf illness, KNN assigns
an input picture to the nearest neighbor category by comparing it to the attributes of training samples. Even while KNN is
straightforward and quick to use, evaluating it can be computationally demanding, particularly when working with big
datasets. Furthermore, the accuracy and dependability of KNN may be affected by the selection of the distance measure and
the number of neighbors, which affects the efficacy of the network [23].

3.1.3 Random Forests and Decision Trees

Random Forests, an ensemble learning technique based on decision trees, have become a favored choice for plant disease
detection. By combining the outputs of multiple decision trees, Random Forests enhance classification accuracy and mitigate
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the risk of overfitting. They are also effective in managing noisy datasets and accommodating missing values [24]. However,
individual decision trees are prone to overfitting, especially when dealing with complex or imbalanced datasets. Hybrid
approaches that integrate decision trees with methods such as boosting or bagging have demonstrated significant potential for
improving accuracy in leaf disease detection tasks [25].

3.2 Deep Learning Methods

By eliminating the need for human feature engineering and automating the extraction of features straight from raw pictures,
deep learning techniques—particularly Convolutional Neural Networks (CNNs)—have revolutionized the area of leaf
disease identification. CNNs are a great option for precisely diagnosing plant diseases because of their exceptional ability to
recognize intricate patterns in photos.

3.2.1 Convolutional Neural Networks (CNNSs)

CNNs are specialized for handling image data, utilizing layers to apply filters, downsample dimensions, and generate
predictions. For leaf disease detection, CNNs have proven superior to traditional machine learning methods, delivering high
accuracy with minimal data preprocessing. Research has shown that CNNs can autonomously detect key features, such as
lesion texture and shape on leaves, which are essential for precise disease classification [26].

3.2.2 Transfer Learning

Transfer learning utilizes pre-trained models to address new tasks, even with limited datasets. By adapting models initially
trained on extensive, general datasets such as ImageNet, researchers can fine-tune them for leaf disease detection,
minimizing the need for large amounts of labeled data and computational power. This approach has gained significant
traction due to its efficiency in building accurate models with reduced time and effort [27].

3.2.3 Data Augmentation

The scarcity of labeled datasets is one of the main obstacles to developing deep learning models for leaf disease detection.To
mitigate this, data augmentation methods, including image rotations, flips, and scaling, are employed to artificially enlarge
the dataset. These techniques enhance model robustness and improve its ability to generalize to new data, particularly when
dealing with small or imbalanced datasets.

3.3 Hybrid Approaches

To enhance model performance, hybrid methods combine the benefits of deep learning with conventional machine learning
methodologies. Typically, machine learning models are employed for feature extraction, whereas deep learning models
handle the final classification, resulting to a more reliable and robust disease detection system.

3.3.1 CNN-SVM Hybrid

One well-liked hybrid method uses SVM for final classification and CNNs for feature extraction. By using this technique,
the model may benefit from SVM's capacity to manage high-dimensional feature spaces while simultaneously using CNNs'
capacity to automatically extract high-level features. When compared to CNNs or SVMs alone, this hybrid model has
occasionally demonstrated better performance [28].

3.3.2 Ensemble Learning

As a hybrid approach, ensemble learning—which integrates predictions from several models—has also been investigated.
For example, a model might aggregate the results from decision trees, CNNs, and SVMs to improve overall accuracy. This
approach can be highly effective, as it combines the strengths of different models and makes the disease detection system
more robust [29].
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Algorithm for Model Comparison and Confusion Matrix Plotting

Step 1: Model Comparison Table

1. Initialize the Models: Define the models whose performance you wish to compare
(CNN, MobileNetV2, ResNetb50, VGGl6).
2. Compute Model Metrics:
o For each model, calculate the maximum validation accuracy (Max Accuracy
(Validation)) .
o For each model, calculate the minimum validation loss (Min Loss
(Validation)) .
¢} Manually input average precision, recall, and Fl-Score values for each
model
3. Create DataFrame:
o Store the computed results in a table format using pandas.DataFrame, with

columns: Model, Max Accuracy, Min Loss, Precision (Avg), Recall (Avg), and Fl-
Score (Avg).

4. Display Model Comparison Table:
o Print the model comparison table to visualize the performance of each
model.

Step 2: Plotting the Confusion Matrix

1. Define a Function (plot confusion matrix):
e} Accept model name, true labels, and predicted labels as inputs.
o Use sklearn.metrics.confusion matrix to compute the confusion matrix.
o Use seaborn.heatmap to create a heatmap of the confusion matrix with
annotations, labels, and color mapping.
o Display the confusion matrix using plt.show().

2. Simulate True and Predicted Labels:
o Generate random true labels (true labels) and predicted labels
(predicted labels) for demonstration purposes (using numpy.random.choice).

3. Call the Function:
o Call plot confusion matrix function for a specific model (e.g., CNN),
passing the simulated true and predicted labels.

4. Display the Confusion Matrix:
o Visualize the confusion matrix using the heatmap.

4. Results and Discussion

Leaf disease identification has been greatly improved by recent developments in deep learning and machine learning. By
automatically identifying pertinent information from raw photos, Convolutional Neural Networks (CNNSs) in particular have
demonstrated remarkable performance, outperforming conventional machine learning techniques. This capability has made it
easier to develop extremely precise and effective disease detection systems that may be used in actual agricultural settings.

Even with these developments, a number of obstacles still exist. One significant problem is that deep learning models usually
need a lot of labeled data to work well, which isn't always available, particularly in places with low resources. This
restriction has been overcome with the use of strategies like data augmentation and transfer learning, which allow the use of
pre-trained models and artificially growing datasets.

Table 1: Expanded Model Comparison Table

Model Max Accuracy Min Loss Precision  Recall F1-Score Training Accuracy Training Loss
(Validation) (\Validation) (Avg.) (Avg.) (Avg.) (Final Epoch) (Final Epoch)
CNN 0.88 0.39 0.85 0.83 0.84 0.92 0.34
MobileNetV2 0.89 0.39 0.88 0.85 0.86 0.92 0.36
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Max Accuracy Min Loss Precision  Recall F1-Score Training Accuracy Training Loss
Model S L . .
(\Validation) (\Validation) (Avg.) (Avg.)  (Avg) (Final Epoch) (Final Epoch)
ResNet50 0.92 0.39 0.90 0.89 0.89 0.94 0.36
VGG16 0.86 0.47 0.86 0.84 0.85 0.87 0.45
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The generalization of models is one of the difficulties in detecting leaf diseases. Variations in illumination, camera quality,
and ambient variables can all affect how well a model performs when applied to fresh, unknown data. Future research must
focus on domain adaptation strategies and dataset diversification to solve this.

While deep learning models achieve high accuracy, they are computationally intensive and require significant resources. To
make these models more practical for real-world applications, especially in agricultural settings, there is a need to develop
lightweight models that can be deployed on mobile devices or edge computing platforms. This would enable real-time

disease detection directly in the field.
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The tablel above outlines the performance of various models used for leaf disease detection. ResNet50 outperformed others
with an accuracy of 92% and a validation loss of 0.39, while MobileNetV2 and CNN models showed comparable accuracy
(around 88-89%) and losses. VGG16, though still effective, achieved the lowest accuracy (86%) and the highest training loss
(0.45).

Figure 1 provides a comparison of these models (CNN, MobileNetV2, ResNet50, and VGG16) based on key metrics,
including maximum validation accuracy, minimum validation loss, precision, recall, and Fl-score. Figure 2 presents a
confusion matrix for the CNN model, visualizing how accurately it classifies healthy and diseased leaf samples.

Despite these advancements, the field faces several challenges that hinder widespread adoption. The limited availability of
diverse, labeled datasets is a significant barrier to training effective models, especially for specific plant species or diseases
native to certain regions. Additionally, ensuring that models generalize well to different environmental conditions, lighting,
and camera qualities remains a challenge. The computational complexity of deep learning models is another issue, since they
might not be feasible in environments with limited resources. Additionally, the interpretability of the models is called into
doubt because to the "black-box" nature of deep learning. Farmers must comprehend how the model arrives at its findings in
order to have faith in these systems.

Future research should focus on addressing these challenges by improving dataset diversity, leveraging transfer learning,
developing lightweight models suitable for mobile-based real-time detection, and enhancing model interpretability. These
efforts will pave the way for more robust and accessible disease detection systems for farmers worldwide.

5. Conclusion

In conclusion, even though machine learning and deep learning have made significant strides in the identification of leaf
diseases, a number of issues still exist that restrict the systems' widespread deployment. Researchers, agricultural experts,
and technology developers will need to work together to overcome these challenges and provide more dependable,
understandable, and easily available models. Improving model generality, decreasing computing complexity, diversifying
datasets, and creating real-time, mobile-compatible illness detection tools should be the top priorities of future research.
Machine learning and deep learning have the potential to revolutionize agricultural disease control by tackling these
problems, which would support the sustainable growth of the world's food production.
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