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Abstract : Myocardial infarction is a critical cardiac condition that poses a significant threat to human life due to the blockage of
coronary arteries. Timely detection and precise localization of the infarction site are essential for effective treatment and reducing
mortality rates. While wearable devices hold great promise for continuous health monitoring, existing solutions often struggle
with challenges such as high-power demands, vulnerability to motion-related noise, and an inability to localize myocardial
infarctions during physical activity. To address these issues, we propose an enhanced version of an SNN-inspired VLSI
architecture designed for real-time myocardial infarction classification in ambulatory settings. The proposed system incorporates
advanced signal preprocessing methods to eliminate motion artifacts and background noise, ensuring accurate analysis of
electrocardiogram signals even during movement or in noisy environments.

IndexTerms - SNN-inspired VLSI, Myocardial infarction, cardiac condition, motion-related noise, .

. INTRODUCTION

Cardiovascular diseases (CVDs) remain the leading cause of mortality worldwide, accounting for approximately 17.9 million
deaths annually [1]. Among these, myocardial infarction (MI), commonly known as a heart attack, represents a time-critical and
potentially fatal condition. Early and accurate detection of MI events can significantly improve patient outcomes by enabling
rapid intervention and continuous monitoring in both clinical and ambulatory environments. With the rise of wearable and
implantable medical devices, there is an increasing demand for energy-efficient, low-latency, and high-accuracy diagnostic
algorithms that can operate reliably within stringent power and area constraints [2], [3].

A. Motivation and Background

Recent advances in deep learning have enabled powerful models for biomedical signal processing; however, traditional deep
neural networks (DNNs) are computationally intensive and memory-heavy, making them unsuitable for resource-constrained
platforms. In contrast, Spiking Neural Networks (SNNs), which emulate biological neuronal firing mechanisms, offer event-
driven and temporally sparse computation [4], [5]. This property makes them inherently suitable for low-power VLSI
implementation and real-time processing of temporally rich biomedical signals such as electrocardiograms (ECGS).

SNNSs can be efficiently realized using Very Large-Scale Integration (VLSI) architectures that exploit fixed-point arithmetic,
pipelined dataflow, and leaky integrate-and-fire (LIF) neuron models [6]. However, existing SNN hardware designs often operate
at nominal supply voltages and fixed clock frequencies, limiting achievable energy savings. For always-on wearable monitoring
systems, where battery lifetime and thermal constraints are critical, operating circuits at lower voltages and adaptive frequencies
becomes essential.

B. Power Optimization Challenge in Neuromorphic Hardware

In digital VVLSI circuits, power consumption is dominated by dynamic power, proportional to V2f\V"2fV2f, and leakage power,
which depends exponentially on the supply voltage VVV [7]. Lowering the supply voltage—especially toward the near-threshold
region—can drastically reduce total power consumption but introduces significant timing challenges due to increased delay
variability. Thus, balancing performance, reliability, and energy efficiency remains a key research problem in the design of low-
power neuromorphic accelerators.

Dynamic Voltage and Frequency Scaling (DVFS) has been extensively used in general-purpose processors and mobile SoCs to
manage power—performance trade-offs dynamically [8]. However, its application to spiking neuromorphic accelerators remains

JETIR2511167 ] Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org | b519


http://www.jetir.org/

© 2025 JETIR November 2025, Volume 12, Issue 11 www.jetir.org (ISSN-2349-5162)

limited. Integrating DVFS into SNN architectures introduces new challenges, including maintaining timing correctness under
variable operating conditions, ensuring stable spike propagation, and preserving classification accuracy across modes.
C. Problem Definition
Despite the progress in neuromorphic VLSI systems, current SNN-based MI classifiers lack adaptive power—performance control
and operate at fixed voltage—frequency configurations. They fail to exploit the temporal sparsity of spike activity, resulting in sub-
optimal energy efficiency. Furthermore, the near-threshold operation of SNN circuits remains underexplored due to timing
degradation, sensitivity to process variations, and lack of structured voltage—frequency sweep methodologies.
To address these gaps, this research focuses on designing and evaluating a DVFS-enabled SNN VLSI architecture capable of
near-threshold operation while maintaining classification accuracy. The central research questions include:
1. How can DVFS mechanisms be integrated into SNN accelerators at the RTL level without disrupting their event-driven
computation?
2. What voltage—frequency operating points yield minimum energy per inference while ensuring timing correctness?
3. How does classification performance (sensitivity, specificity, accuracy, F1-score) vary across DVFS modes under real
ECG datasets?
D. Research Objectives and Scope
The primary objective of this work is to develop a power- and area-efficient SNN-based VLSI classifier for myocardial infarction
detection, incorporating DVFS control to minimize energy consumption while maintaining diagnostic reliability. The key
research objectives are:
1. Develop a baseline SNN classifier architecture using LIF neurons and fixed-point arithmetic, establishing nominal
energy, latency, and accuracy baselines.
2. Integrate a DVFS control mechanism that enables adaptive voltage—frequency scaling with safe sequencing for near-
threshold operation.
3. Establish a near-threshold timing methodology using alpha-power delay models and OpenSTA static timing verification.
4. Develop a unified performance evaluation framework correlating classification accuracy with energy and latency across
multiple operating modes.
5. Validate the architecture experimentally, demonstrating measurable energy savings and accuracy preservation.
The scope of this research is limited to RTL-level digital design and simulation using Verilog-2001 and Verilator, with timing
analysis via OpenSTA. Physical design, analog circuits, and training of neural weights are excluded from the current work.
E. Proposed Solution Overview
To achieve these objectives, the proposed solution integrates DVFS-enabled adaptive control into a spiking neural network VLSI
classifier. The system consists of:
1. Abaseline event-driven SNN classifier optimized for low-power ECG feature classification.
2. A DVFS and body-bias control layer, including clock division, voltage scaling, and bias control through finite-state
machines (FSMs).
3. A systematic voltage—frequency sweep framework that identifies the minimum-energy operating point (MEP) through
timing verification and functional validation.
4. A classification performance framework evaluating energy—accuracy trade-offs across all operating modes.
F. Contributions of the Work
The major contributions of this research are summarized as follows:
1. Development of a low-power SNN classifier for myocardial infarction detection using event-driven LIF neurons and
fixed-point computation.
2. Integration of DVFS mechanisms into neuromorphic architectures at the RTL level, demonstrating adaptive power
management for the first time in this domain.
3. Establishment of a voltage—frequency sweep methodology with alpha-power delay modeling and timing verification
using OpenSTA.
4. Unified evaluation framework correlating power, latency, and classification metrics for comprehensive design
assessment.
5. Experimental validation showing significant energy reduction in near-threshold regimes without degradation in
classification accuracy.
11. Methodology
A. Overview
The proposed methodology systematically translates a Spiking Neural Network (SNN)-based algorithm into a low-power, real-
time VLSI architecture for myocardial infarction (MI) classification. The framework ensures both algorithmic fidelity and
hardware efficiency, making it suitable for wearable biomedical systems operating under tight energy budgets.
The workflow consists of sequential stages — dataset preparation, algorithm development, RTL architecture design, functional
verification, synthesis, timing analysis, and power optimization using DVFS. This end-to-end process ensures that the classifier
maintains clinical accuracy while achieving minimal energy consumption through near-threshold operation.
B. Dataset Preparation and Feature Extraction
Electrocardiogram (ECG) signals representing both normal and MI cardiac conditions are acquired from benchmark repositories
such as PTB Diagnostic ECG and MIT-BIH Arrhythmia Database. Each signal undergoes preprocessing steps including baseline
wander removal, powerline interference suppression, and amplitude normalization, ensuring consistent input quality.
For efficient hardware mapping, Haar wavelet transformation is applied to extract time—frequency features from each ECG
window. The resulting coefficients are quantized into 16-bit fixed-point format (Q4.12), preserving diagnostic information while
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enabling low-power arithmetic. Each feature vector, paired with its class label (0 = Normal, 1 = M), is stored in HEX-formatted
ROMs, ready for direct hardware initialization.

C. Algorithm and Architecture Design

The classifier architecture is inspired by SNN principles and designed for fixed-point, event-driven computation to minimize
switching activity and power. It comprises four main layers:

1. Linear + ReLLU Layer — Performs fixed-point matrix—vector multiplication and non-linear activation.

2. Leaky Integrate-and-Fire (LIF) Layer — Accumulates weighted inputs and generates spikes once thresholds are

reached, introducing temporal dynamics.

3. Add-Only Linear Layer — Utilizes addition-based accumulation instead of multipliers, drastically reducing area and

power.

4. Spike Counter and Argmax — Counts output spikes and identifies the predicted class with maximum spike activity.
Each module is implemented in synthesizable Verilog-2001, integrated under a hierarchical top-level module
(mi_classifier_top.v). A pipelined control FSM synchronizes feature loading, computation, and classification to ensure
deterministic operation.
D. Functional Verification and Evaluation
Functional verification is carried out using Verilator, which converts Verilog RTL into cycle-accurate C++ models. A custom
C++ testbench feeds feature vectors from ROM, applies clock and reset sequences, and captures classification outputs. Python
automation scripts execute batch simulations and log results (accuracy, sensitivity, and specificity) for quantitative performance
evaluation.
E. Synthesis, Timing, and Power Optimization
Post-verification, the design is synthesized using Yosys with standard-cell libraries. Static Timing Analysis (STA) via OpenSTA
validates setup and hold constraints under multiple voltage—frequency corners. Power estimation is based on switching activity
(VCD files) and Liberty models.
To achieve energy-efficient operation, Dynamic Voltage and Frequency Scaling (DVFS) is integrated using clock dividers and
voltage scaling logic, enabling near-threshold operation. The optimal Minimum Energy Point (MEP) is identified, where the
classifier maintains correct timing and classification accuracy with minimal energy per inference — a critical requirement for
battery-powered wearable ECG systems.
Layer-Wise Functional Description

(@) Linear+ReLULayer:

This layer implements the operation:

yi = maX(O, Z}v:_ol wij - x]' + bl)

where x;are input features, w;;are signed weights, and b;are biases. Multiplications and additions are performed in fixed point,
and the ReLU function sets negative results to zero. The hardware implementation uses parallel MAC units for moderate layer
sizes or time-multiplexed MACs for larger sizes to balance resource usage. Results are truncated to 16 bits to maintain
consistency with subsequent layers.

(b) LIFLayer:

This layer models neuron membrane potential accumulation:

V(t+1)=AV(t) + I(t)
where Zis a leak factor and I(t)is the input current. When V(t + 1)exceeds a threshold, a spike is emitted and the potential is
reset. This is implemented using registers and comparators, without floating-point arithmetic. The number of time steps is
configurable through Verilog parameters, allowing exploration of temporal coding depth.
(c)Add-OnlyLinearLayer:
Instead of multiplications, this layer performs:
Yo = iv=_01 5;i X Wy
where s;are binary spike signals. Since s; € {0, 1}, multiplication reduces to conditional addition. This design drastically reduces
switching activity and logic usage compared to MAC-based layers, making it suitable for low-power wearable applications.
(d)SpikeCounterandArgmax:
The spike counter maintains per-class counts across the temporal window. Once the window is complete, the argmax block
identifies the class with the maximum spike count using a simple comparator tree. The result is latched into an output register
(class_id), which is then read by the testbench.
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Figl. DVS control

F. DVFS-Based Power Optimization

This section describes the methodology used to reduce the energy per inference of the SNN-inspired M1 classifier by co-tuning
supply voltage and clock frequency. The approach combines a lightweight DVFS control wrapper at RTL, a near-threshold
operating strategy (including optional body-bias), and a systematic sweep across voltage—frequency points. Timing correctness is
verified via OpenSTA against corner Liberty files, while energy trends are estimated using a compact alpha-power timing model
and a lumped dynamic + leakage energy model calibrated to the technology libraries.

The optimization objective is:

1(1[}1;)1 Ec(V, f)st.f < fmax(V) (timing pass), and functional correctness.

where E,s energy per inference (dynamic +leakage), and f...(V)is the maximum feasible frequency at voltage V.
111.PROPOSED DESIGN FOR MI CLASSIFIER
A typical system for detecting and localizing M1 using multi-lead ECG consists of two modules, feature extraction block and

classifier block. Figure 1 depicts the proposed neural network architecture and Figure 2 illustrates the VVLSI architecture of the
proposed MI classifier, which is described below in detail. A. Feature Extraction Block MI can be detected and classified by
performing a frequency analysis of ECG data. The abnormalities in ECG due to MI are confined to 0-20 Hz [5]. Several methods
have been proposed for the frequency analysis of digital signals, such as Fourier Transform (FT) and Discrete Wavelet Transform
(DWT). DWT is favored over FT as it simultaneously provides local spectral and temporal information. It also reduces
computational complexity and can be implemented efficiently on hardware. DWT is implemented using Mallat’s decomposition
algorithm [7]. This implementation passes data through a series of high pass and low-pass filters. The filtered output at each level
is then down sampled by a factor of two to remove redundancy.

A. Proposed Neural Network

This implementation requires multiple filters, multipliers, adders, subtractors and a down sampling circuit, requiring more
hardware resources. In our previous work [8], we proposed and employed an efficient wavelet transform using the integer hear
wavelet to extract the detailed and approximate coefficients. It reduces the computation cost drastically as it does not include
multiplier and down sampling circuits. Furthermore, in the design proposed in [8], the coefficients are estimated directly using a
function of the input. Therefore, it does not require previous levels to be implemented to evaluate a coefficient. For Ml
classification, we analyze the detailed coefficients at level-5 and level-6 in the frequency range of 0-20 Hz [5]. Equations (1) and
(2) showcase detailed coefficients estimated at level-5 and level-6.
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Fig. 2. Proposed Neural Network

Several heartbeats are extracted using the ECG data extracted using the freely available PTB database [9]. Note that an ECG
window is obtained based on selecting 250 samples before each R-peak and 400 samples after each R-peak. In this brief, only
eight leads are utilized for ECG feature extraction, as the data of leads II, aVr, Avl, and Avf can be extracted using leads | and 111
[4]. Equations (3), (4), (5), and (6) estimate data at the leads II, Avr, Avl, and Avf using leads I and I11.

n=r+1
aVR = 0.5 (I + 11T
aVL =T1-05%11
aVF =11 — 0.5 %1
DWT is performed on the extracted heartbeats, and 32 detailed coefficients are extracted for each lead. It is worth mentioning that
this feature extraction requires only adder, subtractor, register and shifter circuit for its implementation. Only two 32-bit registers

are necessary to implement DWT. This stage generates 256 (32 x 8) coefficients stored within the SIPO block’s 256 16-bit
registers. These coefficients are passed to the ML model as an input feature vector, further explained in the subsequent section.
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B. Proposed Architecture of MI Classifier
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Fig. 3. Proposed Architecture of MI Classifier

Implementation of Spiking Neural Network (SNN)

The VLSI architecture of the proposed Ml classifier is shown in Figure 2. The 256 coefficients mentioned above are fed as a 1-D
input vector to the proposed neural network, which uses two linear and two Leaky Integrate-and-Fire (LIF) neuron-based SNN
layers, topologically connected in an alternate manner, as shown in Figure 1. The first layer of the neural network is a linear layer,
which implements equation y = N i=1 wixi + bi, where xi, y, wi and bi are the input to the neuron, output, weight of each branch,
and node bias. The linear layer also employs ReLU as an activation function, represented by equation ReLU(y) = max(0, y).
ReLU reduces hardware complexity to a simple multiplexer and addresses the vanishing gradient problem faced by other
activation functions. The 1-D input feature vector to the first linear layer is represented using a 16-bit fixed point representation,
with four bits for the integer part and 12 bits for the fractional part. Note that the weights and biases vary from —1 to +1. Thus, to
maintain accuracy, the weights and biases are denoted using two bits for the integer and 14 bits for the fractional part. The output
of the first linear layer is used as an input vector for the second SNN layer. The second layer comprises of LIF neurons, which
generate 1-bit spikes when the membrane threshold exceeds its threshold potential. The LIF neuron is modelled using equations
(7) and (8), showcasing the membrane potential updation and spike generation [12].

Ult] = BUIt = 1)+ WiXinpur 1] — Sourlt — 11 Vireshold
Decay Input Reset
. 1, if Ul7] > Vikreshol
\““{I‘,I — l I threshold

0. otherwise

(8) Here, U[t] is the membrane potential, B is the decay rate, Sout is the output spike, W is the learnable weight, Xinput[t] is the
input to the layer, and Vthreshold is the threshold voltage. Note that Wxinput[t] represents the matrix multiplication of the input
and the layer weights. This operation is similar to the functioning of a perceptron or a linear layer neuron within traditional neural
networks. As a result, one linear and one SNN layer together effectively act as one modified SNN layer within the architecture.
Implementing the SNN layer provides a two-fold advantage. First, it reduces the feature vector to spikes, i.e., input with 16-bit
representation reduces to a 1-bit spike, and secondly, no multiplier is required to implement the SNN layer. Note that
multiplication of numbers with a constant can be implemented using a shifter and an adder to eliminate the multiplier. Thus, the
proposed SNN-based neural network helps us reduce area and power requirements significantly. The output of the SNN layer is
then fed into the linear layer, which accepts a 1-bit 64- element feature vector and reduces it to a 12-element output. Note that the
input to this linear layer is in the form of spikes of 1-bit. Therefore, the Multiply and Accumulation (MAC) operation reduces to a
simple addition operation using a multiplexer, eliminating multipliers in this layer. Finally, the output of the linear layer is passed
to the fourth SNN layer. The computation from layers two to four is iterated 25 times, and the classification is performed based on
the maximum pulses received for each class in layer four. It is worth mentioning that only SNN layers incorporate 1x16-bit
multipliers, while linear layers are realized with 16x16-bit multipliers, and each neuron within the network performs
multiplication in a single clock cycle. However, with its reduced hardware resource requirements, the latter provides a more
efficient approach to computation, ultimately enhancing the overall efficiency of the proposed method. The improvements over
Linear neural network: A neural network with three linear layers of 100, 65, and 33 neurons each achieves comparable accuracy
of 99.70% using the proposed input features. However, this network requires 34, 641 (256 x 100 + 100 x 65 + 65 x 33 + 33 x 12)
16-bit MAC operations, with 210 (100 + 65 + 33 + 12) 16-bit addition operations. Additionally, it necessitates using ReLU and
softmax activations, adding to the computational complexity. In contrast, the SNN-based network offers notable improvements.
For the first linear layer, it performs only 256 x 64 16-bit MAC operations. The first spiking layer requires 64 addition operations,
and the second linear layer performs 64 x 12 addition operations.
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Moreover, the second spiking layer entails just 12 additional operations. Note that the computations from layers two to four are
iterated 25 times, resulting in only 16, 384 16-bit MAC operations and 21, 100 16-bit addition operations. It can be observed that
the reduction in computational requirements is substantial and aids in reducing the area-power requirements. Furthermore, the
SNNbased classifier solely requires a ReLU activation function, eliminating the need for a computationally expensive SoftMax
activation function that employs an exponential function. This advantage results in significant savings in hardware resources.

V. Result of Ml classifier

The proposed SNN-inspired VLSI myocardial infarction classifier demonstrates robust and real-time performance in ambulatory
settings, effectively detecting and localizing infarction events from ECG signals even under motion and noisy conditions. The
system achieves high classification accuracy for distinguishing normal and Ml signals while maintaining low power consumption,
making it suitable for continuous wearable monitoring. Its advanced signal preprocessing effectively suppresses motion artifacts
and background noise, ensuring reliable operation during physical activity. Additionally, the architecture exhibits minimal
processing delay and efficient area utilization, confirming its capability for real-time, on-chip implementation and practical
deployment in portable cardiac monitoring devices.

S¥QOBOOOK N < ) mman — c

T

Fig4 Performance Overview of the SNN-Inspired VLSI Myocardial Infarction Classifier

Conclusion

The proposed SNN-inspired VLSI architecture for myocardial infarction detection demonstrates a reliable, low-power, and real-
time solution for ambulatory cardiac monitoring. By integrating advanced signal preprocessing, the system effectively mitigates
motion artifacts and background noise, ensuring accurate classification and precise localization of Ml events from ECG signals
even during physical activity. The design achieves high classification accuracy, minimal processing delay, and efficient area
utilization, making it highly suitable for continuous wearable health monitoring. Overall, the proposed approach offers a practical
and scalable hardware solution for early MI detection, potentially reducing the risk of delayed diagnosis and improving patient
outcomes.

Future Scope

Integration with 10T and Cloud Platforms: Enable remote monitoring and real-time alerting for clinicians and caregivers.
Multi-Lead ECG Support: Extend the system to process multi-lead ECG signals for improved diagnostic accuracy.
Adaptive Learning: Implement on-chip adaptive algorithms or online learning to personalize detection for individual
patients.
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Extended Cardiac Event Detection: Expand classification to detect other cardiac abnormalities such as arrhythmias,
ischemia, and heart failure.
Miniaturization and Energy Harvesting: Further reduce chip area and power consumption, potentially integrating energy
harvesting for fully autonomous wearable devices
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