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Abstract: Customer churn prediction is vital in the banking sector, as retaining existing clients is more cost-effective than acquiring
new ones. Traditional models like Logistic Regression and Random Forest often fail to capture complex nonlinear relationships in
customer data. To address this, a Transformer-Based Deep Neural Network (TDNN) with a multi-head self-attention mechanism
is proposed for efficient churn prediction. The model learns global feature interactions across attributes such as demographics,
account balance, credit score, and engagement metrics. SMOTE is applied to handle class imbalance, and data preprocessing
includes standardization and label encoding. Experimental results show that the proposed TDNN outperforms conventional models
in accuracy, precision, recall, F1-score, and AUC. The attention mechanism enhances both interpretability and predictive power,
making this approach an effective and scalable solution for proactive customer retention in banking.

l. INTRODUCTION

In the competitive banking sector, customer retention has become essential for maintaining profitability and growth, as
customer churn—the discontinuation of a customer’s relationship with a bank—Ileads to significant revenue loss and increased
acquisition costs. With the growing volume of digital banking data generated from customer transactions and interactions,
Artificial Intelligence (Al) and Machine Learning (ML) techniques offer valuable tools for predicting potential churners.
However, traditional models such as Logistic Regression, Decision Trees, and Random Forests often fail to capture the complex
nonlinear dependencies and high-dimensional feature interactions present in customer data. To overcome these challenges, recent
advancements in deep learning, particularly transformer architectures equipped with attention mechanisms, have enabled more
accurate and interpretable predictive modeling. The proposed Transformer-Based Deep Neural Network (TDNN) leverages
multi-head attention to identify and prioritize influential features contributing to churn while modeling global dependencies
efficiently. Additionally, the Synthetic Minority Oversampling Technique (SMOTE) is employed to address class imbalance,
ensuring fair representation between churned and non-churned customers. This work aims to develop an effective and
interpretable TDNN framework that enhances prediction accuracy and supports data-driven decision-making for customer
retention in the banking industry.

Il. LITERATURE SURVEY

Several studies have focused on customer churn prediction in the banking sector using various data mining and machine
learning approaches. Karvana et al. implemented Decision Trees, Random Forests, and Logistic Regression models to analyze
customer behavior and found that ensemble methods offered better predictive accuracy. Kaur and Kaur compared multiple
classifiers, including SVM and Random Forest, and concluded that Random Forest achieved the best performance for identifying
potential churners. Muneer et al. applied Logistic Regression, Decision Trees, and Artificial Neural Networks, reporting that deep
learning models outperformed traditional techniques in accuracy and reliability. Guliyev and Tatoglu proposed an explainable
machine learning framework using Gradient Boosting and SHAP analysis to interpret key churn factors such as account balance
and tenure, emphasizing transparency in Al-driven decisions. Rahman and Kumar developed a predictive model using Decision
Trees, Gradient Boosting, and Neural Networks, achieving high precision and recall, and highlighted the integration of churn
prediction into CRM systems for improved customer retention and profitability.

11l. PROPOSED METHODOLOGY

3.1 Problem Statement

Traditional customer churn prediction systems in banking rely on machine learning models such as Logistic Regression, Decision
Trees, Random Forests, and SVMs. These models analyze structured data like balance, tenure, credit score, and transaction history
but fail to handle complex, nonlinear relationships in large datasets. They also depend heavily on manual feature engineering and
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are sensitive to data imbalance, leading to biased predictions. Although ensemble methods like Gradient Boosting, XGBoost, and
CatBoost improved accuracy, they still struggle to capture hierarchical feature dependencies. Deep learning models such as ANNs
and CNNs offer better nonlinear modeling but lack interpretability and the ability to learn global dependencies effectively. Hence,
a more advanced and explainable approach is required to improve predictive accuracy and interpretability.

3.2 Proposed System

The proposed Transformer-Based Deep Neural Network (TDNN) integrates a multi-head attention mechanism to
enhance prediction accuracy and interpretability. The TDNN automatically learns complex feature relationships from
multidimensional customer data, allowing it to focus on the most influential attributes. The transformer’s attention layers capture
both local and global dependencies across features, unlike traditional models that treat inputs independently. To handle class
imbalance, SMOTE is applied to generate synthetic samples for churned customers, ensuring balanced learning. The data undergoes
cleaning, label encoding, and feature scaling before training. The TDNN architecture comprises stacked multi-head attention and
dense layers with dropout regularization to prevent overfitting. The model is optimized using Adam and trained with a binary cross-
entropy loss function. Performance is evaluated using accuracy, precision, recall, F1-score, and AUC, supported by ROC and
confusion matrix analysis. This architecture provides a scalable, interpretable, and high-performing solution for banking churn
prediction.
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FIG 1: SYSTEM ARCHITECTURE

The system consists of data acquisition, preprocessing, model training, testing, and evaluation phases that collectively form an
end-to-end predictive pipeline for churn identification. The proposed framework includes eight key modules—Data Collection,
Data Preprocessing, Data Splitting, Class Imbalance Handling, TDNN Model Building, Model Training, Model Testing, and
Performance Evaluation. Customer data collected from sources like Kaggle includes demographic, financial, and behavioral
attributes. Preprocessing involves cleaning, label encoding, and standardization. Data is split into training and testing sets using an
80-20 ratio with stratified sampling. SMOTE balances churn and non-churn classes. The TDNN model integrates multi-head
attention layers with dense layers and dropout for robust feature learning. Training employs the Adam optimizer and binary cross-
entropy loss, followed by testing on unseen data. Finally, model performance is validated through metrics such as accuracy, recall,
F1-score, and AUC, ensuring reliable churn detection. The TDNN combines transformer attention mechanisms with deep neural
layers for superior feature representation and prediction accuracy. Input features are projected into a high-dimensional embedding
space, followed by multi-head self-attention layers that learn dependencies among attributes. Each attention block includes residual
connections, dropout, and normalization to stabilize training. Feed-forward layers with ReL U activation refine these representations,
while dense layers and batch normalization further enhance model generalization. A sigmoid output layer produces churn
probability scores. The model is trained using the Adam optimizer (learning rate = 0.001) and binary cross-entropy loss across 50
epochs. The attention mechanism enables the model to focus on key customer attributes, improving interpretability and efficiency.
Overall, the TDNN offers a robust and explainable approach for accurate churn prediction, supporting proactive decision-making
and customer retention in the banking sector.
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Iv. SOFTWARE AND DOMAIN DESCRIPTION

Python is one of the most widely used programming languages for machine learning and deep learning due to its simplicity
and extensive library support. Popular libraries include NumPy, SciPy, Scikit-learn, Theano, TensorFlow, Keras, PyTorch,
Pandas, Matplotlib, and Seaborn. NumPy and SciPy support complex mathematical operations, while Scikit-learn provides a
wide range of machine learning algorithms. TensorFlow and PyTorch are powerful frameworks for developing deep neural
networks, and Keras offers an easy-to-use interface for rapid model building. Pandas is used for data preprocessing and
manipulation, and Matplotlib with Seaborn enables effective data visualization. Additional libraries such as OpenCV, Pillow, and
ImageAl support image processing and computer vision tasks.

Data mining, also referred to as data science, is the process of extracting meaningful, previously unknown, and useful
information from large datasets. It integrates multiple disciplines, including statistics, machine learning, databases, and high-
performance computing, to uncover patterns, correlations, and insights. The primary goals of data mining include classification,
association, and sequence analysis, which help in making data-driven predictions and decisions. It involves various stages such as
data preprocessing, model creation, testing, and evaluation. Related technologies like data warehousing and OLAP (Online
Analytical Processing) enhance the process by providing centralized storage and multi-dimensional data analysis. In essence, the
combination of Python-based tools and data mining techniques enables efficient data analysis, predictive modeling, and intelligent
decision-making in various real-world applications such as banking and finance.

SYSTEM DESIGN

System design defines the architecture, components, and data flow of a system to ensure efficient processing and accurate
functionality. A Data Flow Diagram (DFD) illustrates how input data moves through processes to produce outputs, helping visualize
system operations. Unified Modeling Language (UML) provides standardized graphical representations like use case, class,
sequence, and activity diagrams to depict interactions, structures, and workflows of the system. Input design focuses on developing
accurate, user-friendly data entry methods with proper validation to prevent errors, while output design ensures that processed data
is presented clearly and meaningfully to support user decisions. System testing validates the complete functionality of the system
through different levels—unit testing checks individual modules, integration testing verifies their interaction, functional and system
testing ensure overall performance, and acceptance testing confirms user satisfaction. Both white-box and black-box testing methods
are used to ensure correctness, reliability, and efficiency. The testing phase confirmed that all modules worked as expected without
major defects, ensuring that the developed system meets its intended objectives effectively.

V. EXPERIMENTAL SYSTEMS

MODULE 1- Data Loading and Exploring
Dataset
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Dataset shape / Dataset input features

df.shape

(15800, 13)

df.columns

Index([ " "customerid', 'country’, 'gender’, ‘creditscore’', 'age', "tenure’,
"balance’, 'numofproducts’, ‘hascrcard’', '"isactivemember’,
‘estimatedsalary”, 'satisfaction_index', "churn'],

dtype="object")

Data Visualization
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MODULE 2 - Data Preprocessing
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Data Cleaning
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Data Encoding
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Data Scaling

array([[ 8.31437304, -8.04066511, 1.23352227, ..., -1.8084222 ,
8.60500066, -8.24733824],
[ 8.31437304, -8.94966511, -0.02082212, ..., -1.8984222 ,
8.86876042, -1.54242806],
[-8.80475404, -8.04966511, -8.32086340, ..., 0.01830675,
@.71782641, ©.34473616],
[-0.89475404, 1.85300278, @.76087076, ..., 0.91830675,
-8.74683746, 1.758717 1,
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1.56522757, -8.25414426],
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MODULE 3 - Data Splitting
Data Splitting (80:20)
training set size: (12888, 11), testing set size: (3868, 11)

MODULE 4 - Class Imbalance Handling using SMOTE
Class imbalance handling to training set
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1] class Distribution Summary:

Class Before SMOTE After SMOTE
Non-Churn 7782 7782
Churn 4208 7782
MODULE 5 - TDNN Model Building
Model: "TDMN_Attention™
Layer (type) Output Shape Param # | Connected to
inputs (InputLayer) (Mone, 11) a8 | -
dense (Dense) (HMone, 128) 1,536 | inputs[8][@]
layer_normalization | (Mone, 128) 256 | dense[@][8]
{LayerNormalizatio.
lambda (Lambda) (Mone, 1, 128) 8 | layer_normalizat..
mha_block @ (Mone, 1, 128) 66,848 | lambda[e][e],
{MultiHeadAttentio.. lambda[8][@]
dropout_1 (Dropout) (Mone, 1, 128) 8 | mha_block @[&][@]
add (Add) (Mone, 1, 128) 8 | lambda[®][@],
dropout_1[8][@]
layer_normalizatio.. | (Mone, 1, 128} 256 | add[e][@]
{LayerNormalizatio.
dense_1 (Dense) (Mone, 1, 256) 33,824 | layer_normalizat..
dense 2 (Dense) (Mone, 1, 128) 32,896 | dense_1[@][@]
dropout_2 (Dropout) (Mone, 1, 128) 8 | dense_2[e][@]
add_1 (Add) (Mone, 1, 128) @ | layer_normalizat..
dropout_2[@][@e]
layor_normalizatio. | ( » 1, 128B) add_i[e]fe]
mha_block 1 ( . 1, 128) 66,028 | layer_normalizat.
(MultiHeaddttent] layer _normalizat.
dropout 4 (Dropaut) ( » 1, 128) nha_block _1[a][e]

acdd_2 (Aad)

layer_normalizat.
dropout_4{&][8]

layor_norsalizatio. | (

(Layerfiormalizatio

add_2[e][e]

dense_3 (Oense) ( 1 6) layer_normalizat.
dense 4 (11>_">:) (o 1, 128) — .;ense‘){--']{f'i i
dropout_5 (Dropout) | (& | 1) dense_4[0]{9)
add_3 (Aad) ( 12R) layer_normalizat.
dropout_s[e][e]
layer_normalizatio. | ( 1, 128) add_3[e][e]
(Layortiormalizatio
flatten (Flatten) ( 128) layer normalizat.
dense S (Dense) ( 128) flatten{0](9]
batch_normalization | ( 178) dense_3{ej[e]

(Batchiormaliz
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dropout_6 (Dropout) ( , 128) ! | batch_normalizat.
dense 6 ) ( , 4 dropout_6[8][#]
batch normalizatio ( , 6d) . dense §{o](0

(Bat t

dropout_7 pout) ( , 64 ) | batch_normalizat. ‘
dense_7 ( ) ( b ) 2,088 | dropout_2[8][2] ‘
dropout_8 (I t ( > ) dense_7[e][a] ‘
output (Dense) ( 19 dropout_B[8][0] J
Total params: 294,461 (1.12 N8

Trainable params: 204,017 (1.12 M8)

Non-trainable params: 4 (1.50 kB)

MODULE 6 — Train the TDNN Model

Training Accuracy

Model Accuracy

Accuracy

~— Training Accuracy
20 0 0 w0
Epochs
Training Loss
Madel Loss

0.28 - Training Loss

Epochs

The proposed Transformer-Based Deep Neural Network (TDNN) model shows excellent learning stability and convergence over
50 training epochs. The training accuracy rapidly rises from about 84% at epoch 1 to over 95% by epoch 10 and stabilizes around
96-97% after epoch 20, indicating strong generalization without overfitting. The loss curve consistently decreases from 0.28 to
below 0.14, confirming effective learning with well-tuned parameters such as a learning rate of 1e-3 and dropout regularization.
These results demonstrate that the multi-head attention and dense layers in the TDNN efficiently capture feature relationships,
achieving high accuracy and low loss. Overall, the model exhibits stable learning, minimal overfitting, and strong predictive

capability for customer churn prediction.
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MODULE 7 — Model Testing and Evaluation

Testing set predicted result
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After training, the proposed Transformer-Based Deep Neural Network (TDNN) model was tested on unseen data to assess its
accuracy and generalization. The predicted results closely matched the actual churn labels, showing that the model effectively
distinguishes between churned and non-churned customers. Only a few mismatches were observed, indicating a low error rate and
strong reliability. The balanced classification of both classes confirms that SMOTE-based balancing and multi-head attention helped
the model learn key patterns from both major and minor classes. Overall, the TDNN model demonstrates high predictive precision,
robust generalization, and suitability for real-world banking applications to identify and reduce customer churn.

Confusion Matrix

The confusion matrix highlights the strong classification performance of the proposed Transformer-Based Deep Neural Network
(TDNN) model. It correctly identified 1,845 Non-Churn and 1,012 Churn customers, with only 81 false positives and 62 false
negatives. This low error rate indicates balanced learning without bias toward either class. The high true positive and true negative
counts demonstrate that the model effectively captures key behavioral and transactional patterns influencing churn. The use of
multi-head attention and SMOTE balancing further enhances its accuracy and fairness. Overall, the confusion matrix confirms the
TDNN model’s robustness, reliability, and suitability for real-world banking applications in proactive customer retention.

Performance Metrics

Accuracy on test set: 95.23%

macro avg 9.9%4s7 a.95M 0.5

The proposed Transformer-Based Deep Neural Network (TDNN) model achieved excellent performance in customer churn
prediction, with a test accuracy of 95.23%, demonstrating strong learning and generalization. For the non-churn class, it attained a
precision of 0.9675, recall of 0.9579, and F1-score of 0.9627, while for the churn class, precision and recall were 0.9259 and 0.9423,
yielding an F1-score of 0.9340. These balanced results show that the model effectively detects true churners with minimal false
predictions. The macro and weighted average F1-scores of 0.9484 and 0.9524 confirm consistent performance across both classes.
The integration of SMOTE balancing, multi-head attention, and dropout regularization enhances accuracy and stability. Overall,
the TDNN model outperforms traditional methods, offering a reliable and scalable solution for proactive customer retention in
banking.
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ROC Curve

ROC Curve

The Receiver Operating Characteristic (ROC) curve evaluates the discriminative power of the proposed Transformer-Based Deep
Neural Network (TDNN) model in classifying churned and non-churned customers. The curve rises sharply toward the top-left
corner, indicating high sensitivity and specificity, with an impressive AUC value 0f 0.9501. This confirms the model’s strong ability
to distinguish between the two classes and maintain an excellent balance between recall and false positives. The integration of
multi-head attention, dense layers, and dropout regularization enhances feature learning and generalization. Overall, the high AUC
score validates the TDNN model’s robustness, precision, and suitability for real-world banking churn prediction and proactive
customer retention.

V. CONCLUSION

The proposed Transformer-Based Deep Neural Network (TDNN) model for customer churn prediction in the banking
sector effectively combines multi-head attention with deep learning for highly accurate classification. Using SMOTE for class
balancing and attention layers for feature learning, the model achieved 95.23% accuracy and an AUC of 0.9501, surpassing
traditional methods. It demonstrated strong generalization with balanced precision, recall, and F1-scores. Overall, the TDNN
framework offers a robust and interpretable solution for proactive churn management, helping banks identify at-risk customers early
and enhance customer retention and profitability.
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