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Abstract: Agriculture is a vital profession globally, reliant on
climatic conditions and precipitation. The goal of this article
is to use climate, soil, and temperature data to estimate crop
output early. This study proposes a classification-based
approach for agricultural production prediction using Long
Short-Term Memory (LSTM) with an Attention Mechanism.
The Economics and Statistics department of the Government
of Karnataka collects the manual data. This technique used
data from the Department of Economics and Statistics on
three crops: jowar, rice, and ragi. To fill in the missing and
null values in the dataset, the linear interpolation approach is
used. The feature selection procedure is useful for the
Correlation based Feature Selection Algorithm (CBFA) and
the Variance Inflation Factor Algorithm (VIF) because it
helps them choose and remove groups of features that are
linked. We use Accuracy, R2, Mean Absolute Error (MAE),
Mean Squared Error (MSE), Root Mean Square Error
(RMSE), and Mean Absolute Percentage Error (MAPE) to
see how well the model works. The proposed LSTM model
gives results with assessment metrics including accuracy, R2,
MAE, MSE, and RMSE values of roughly 99.10%, 0.44,
0.132, and 0.233, respectively.

Keywords: Agriculture Data, Feature Selection, Long Short-
Term Memory, Crop Selection, Pre-Process, Crop Yield
Prediction.

1. Introduction

The Indian economy's most significant industry is agriculture.
Many nations throughout the world are still having trouble
managing their food supply chains because the population is
growing so quickly. Agriculture has become a part of
growing important food crops in our generation [1]. Jowar,
paddy, and ragi are the most important food crops and the
second most important in terms of output. The jowar is the
main part of the Indian economy, and it is grown in both the
rainy and after-rainy seasons [2]. Farmers can make better
judgments about when to plant crops based on environmental
considerations that will give them the best yield. The
characteristics that determine crop yield output include
climate, soil, temperature, biological, geographical, and other
variables [3]. At every level, from local to global, farmers'
decision-makers find it incredibly hard to anticipate how
much of a crop will grow. Many people, such agronomists,
dealers, farmers, and policy officials, find it useful to be able
to predict crop yields [4]. It is hard to reach the goal when
there is a lot of crop production in a little field area. Farmers
are looking at the best way to get a good yield based on the
agricultural data they gather and coming up with ways to
estimate crop yields that will help them learn more about rural
life and farming [5]. The crop yield prediction model aids
farmers in determining the optimal timing and kinds of crops
to plant, considering environmental conditions to enhance
production. Compared to traditional farming methods,
precision agriculture is a new way of doing things that saves
farmers time and money [6]. Machine Learning (ML) can
learn on its own from past experiences by constantly training
and giving better prediction and classification results [7]. In
the past 10 years, the contemporary data-based modelling
technique has been used in many areas of agriculture to make
more accurate forecasts, improve efficiency, and add useful
features [8]. To tell the difference between healthy and
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unhealthy crops, ML image classifiers are used. The
predictive model is created by utilizing several
characteristics, such model parameters that were found using
historical data during the training step [9]. The ML
algorithms, including Naive Bayes (NB), Decision Tree
(DT), and Random Forest (RF), exhibit both parametric and
non-parametric  characteristics, significantly influencing
agricultural production prediction [10]. In certain cases, an
Artificial Neural Network (ANN) is utilized to find and sort
out crop production prediction difficulties by looking at
things like CO2 fixation, solar radiation [11], and water
content. This research proposes Long Short-Term Memory
(LSTM) for the early prediction of agricultural productivity
[12].

2. Background

Sometimes, traditional agricultural methods aren't
particularly precise or effective, which wastes time and
money. For instance, if you apply insecticides and fertilizers
uniformly throughout a wide field, you can end up utilizing
too much or too little of these inputs, which would hurt the
environment, cost more money, and give you worse outcomes
[13]. Farmers have a hard time making judgments because
they can't easily get reliable and up-to-date information on the
weather, the health of the soil, and what people want to buy
[14]. Also, not having enough money and infrastructure,
particularly in rural regions, makes all of these difficulties
worse. This makes it impossible for farmers to adopt the best
techniques and newest technology [15]. Khaki et al. [16] used
deep learning (DL) methods to predict corn and soybean
yields in the Corn Belt of the United States. These methods
included Convolutional Neural Networks (CNNSs), Recurrent
Neural Networks (RNNs), Random Forest (RF), Deep
Feedforward Neural Networks (DFNN), and the Least
Absolute Shrinkage and Selection Operator (LASSO). The
ensemble model, which utilized data from 2016 to 2018, had
a root mean square error (RMSE) of 9% for corn yields and
8% for soybean yields. Bi et al. [17] used Genetic Algorithms
(GA), Neural Networks (NN), and GA-enhanced Deep
Learning (DL) for crop prediction, achieving a reduction in
RMSE of around 10%. Shahhosseini et al. [18] developed a
hybrid model for forecasting maize production that combines
crop modeling and machine learning techniques, resulting in
a reduction in RMSE by 7 to 20%. Woittiez et al. [19]
explored production gaps in oil palm cultivation,
emphasizing the need of understanding contributing factors
to improve crop management strategies and refine yield
forecasts.

The findings from these researches elucidate the many
machine learning algorithms used to predict agricultural
productivity. This will support ongoing research that seeks to
improve the precision of predictions via the use of ensemble
learning techniques. Oikonomidis et al. [20] proposed a deep
learning model to assess the effectiveness of machine
learning algorithms based on certain criteria. Their research
focused on the XGBoost algorithm and several hybrid models
that included a CNN with other techniques, including DNN,
RNN, and LSTM. They used these models using [21] a
publicly available soybean dataset of 25,345 samples and 395
characteristics related to meteorological and edaphic
conditions. Their findings suggest that forthcoming
advancements may amalgamate XGBoost with deep learning
methodologies, such as LSTMs or RNNs, particularly for
tasks necessitating sequential data, like forecasting
agricultural output. The [22] proved how effectively random
forest models function by swiftly and correctly analyzing
huge datasets of agricultural output. This is particularly

crucial for projecting how much food will be grown, which
requires a lot of data [23]. Random forests are an example of
a data mining technique that can identify hidden patterns and
trends in huge datasets [24]. Data mining uncovers insights
that empower organizations to make informed decisions
about impending agricultural trends and conditions [25].
Hasan et al. (2023) introduced the K-nearest Neighbour
Random Forest Ridge Regression (KRR) model in this work.
The idea is to make accurate guesses on how much food will
be produced, focusing on major crops like rice, wheat, and
potatoes. This model has done better than traditional machine
learning approaches. It also lets you utilize a recommender
system to assist you find out which crops are optimal for
improved planning and production in agriculture [26].
Boppudi (2024) introduces the Deep Ensemble Classifier
Integrated Bird Swarm Butterfly Optimization Algorithm
(DEC-IBSBOA) model for predicting agricultural
production. This model uses the IBS-BOA approach for
advanced data pre-processing, feature extraction, and finding
the best features. The DEC-IBSBOA model is quite accurate,
with a low MAE of around 1.0, which is better than any other
method [27].

Other research projects have employed Time Series
Forecasting methods, including ARIMA models, to find
seasonal and temporal patterns in yield data [28]. These
models use historical patterns and how they change over time
to estimate what future yields will be. But these models have
certain problems. For one, they rely on stable assumptions,
and for another, they don't consider many factors at the same
time [29]. However, the effectiveness of these models may
fluctuate considerably across various crops and situations
[30]. Research using UAV-based multispectral data and
several machine learning algorithms for yield prediction
indicates that Random Forest is the optimal model for
forecasting maize yields, while Gaussian Process regression
[31] is the superior model for predicting wheat and soybean
yields. Support Vector Machines (SVM) have shown
exceptional effectiveness in predicting broad bean vyields,
whereas Convolutional Neural Networks (CNN) have
displayed amazing accuracy in forecasting rice yields. These
discrepancies suggest that broader framework techniques
might be used to address yield prediction challenges across
various crops and environmental conditions. Ensemble
learning (EL) [35] enhances prediction accuracy by
amalgamating many foundational models using techniques
like as bagging, boosting, and stacking to use their respective
strengths. In several situations [36], these techniques have
consistently surpassed individual models for generalization
performance.

But there are a number of intricate reasons why it's impossible
to anticipate agricultural output. The quality of the soil, pests,
genotypes [37], the weather, the time of year, and other
factors all have an effect on crop yields. Second, the methods
and steps used to anticipate yield change with time and are
not always linear [38]. In agricultural systems, a large portion
often eludes depiction using basic stepwise calculations,
particularly in scenarios where datasets are complex,
incomplete, or unclear. Some of the most frequent methods
that computers produce predictions include via decision trees,
linear regression, and ensemble learning. Linear regression is
a simple and popular machine learning method that uses a
linear model to predict the relationship between crop yield
and other factors that affect it. Deep learning has been widely
used in agriculture [43] due to its efficacy in managing
spatiotemporal data dependencies and extracting pertinent
features without requiring human feature engineering [44].
Deep learning use multi-layer neural networks to extract
abstract features from large datasets. These datasets might be
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organized, semi-structured, or unstructured. This strategy
focuses on figuring out how functional characteristics and
interaction elements are related, which is important for
making accurate forecasts about crop yield [45].

3. Things influencing Crop Yield Prediction

Several factors, such the weather, the kind of soil, the type of
crop, and how the farm is run, affect how well you can
estimate crop yields. The weather has a big effect on how
much crops grow. Rain, temperature, and humidity [46] are
all important for plant development. But one of the hardest
things is that we can't make long-term weather predictions.
Migdall says that bad weather might make it hard to harvest
if the fields are too wet for machines. To fix this, she says we
should make long-term projections better by using seasonal
forecasts with more than one scenario [47]. The kind and
fertility of the soil are also very important since they directly
affect the health and development of plants. The kind of crop
also affects yield forecast since various types of crops are
more or less resistant to pests and diseases. Migdall said that
although [48] individual farmers know what they have
planted, getting information on the sorts of crops and how
they grow on a broader scale, such across whole countries or
continents, is very hard [49]. Also, how you manage your
farm might affect how well your crops do. These include crop
rotation, irrigation systems, fertilization regimens, and pest
control, all of which have a big effect on how much food is
produced.

3.1 Kaggle Datasets

Farming is a very important part of the world economy. The
ever-increasing number of people on Earth means that we
need to know a lot about global agricultural production in
order to deal with food security problems and lessen the
consequences of climate change. Estimating how much crops
will yield is an important agricultural problem. The main
things that affect agricultural production are the weather (like
rain and temperature), the use of pesticides, and the
availability of accurate historical crop yield data [50]. This
data is very important for making smart decisions about
agricultural risk management and predicting the future, as
shown in figure 1.
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Figure 2. Kaggle Datasets for Crop Yield Prediction

4. The Suggested Model

The suggested technique involves gathering data from the
yield output of three primary crops: jowar, rice, and ragi.
Next, compare the three crops to see which one has the best
yield projection. The main parts of this framework are
dataset, pre-processing, feature selection, and LSTM [51].
Using these approaches, the attention mechanism makes it

easy to anticipate improved crop yields based on
categorization. The flowchart for the suggested crop
production forecast is shown in Figure 2. The most major
crops grown in Karnataka are jowar, paddy, and ragi. The
dataset comes from Kaggle datasets.
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Figure 2. The LSTM Based Model for Crop Yield
Prediction

After gathering the datasets, the next step is to clean up the
data. Deep Learning [19] does not handle noisy data like
outliers and mistakes. Before classifying the data, it is pre-
processed since certain districts in Karnataka have missing or
null values. This means that the undesirable data is removed
and the right range of data is kept in the production row [20].
The mean values may take the place of the values in that row,
and the dataset has string values that should be changed to
numbers so that the data can be separated into training and
testing sets. We employ the Linear Interpolation [21, 22]
approach to fill in the gaps and missing data. This approach
uses math to find the new data points by drawing a straight
line across the current data points in the same order as the
previous value. If you have time-series data and some of the
values are missing, interpolation is a common way to fill in
the gaps. The linear interpolation equation (1) does the
following.

~ X1 )— T LX
FOX) = f (rg) + FELED ()
X1—Xo
In this case, x is the independent variable, xo and x; are the
known values for the independent variable, and f(x) is the
dependent variable value for the independent variable value
X. After the data has been pre-processed, the feature selection
takes place. When datasets include a lot of properties, high-
level feature selection is very important for getting the most
accurate predicting results. The main reason for using feature
selection is because the ML method makes training quicker,
makes the model less complicated, and makes it easier to
understand the process. This may make the model more
accurate by choosing the proper subset and keeping it from
overfitting. There are three ways to choose features in
attribute selection: wrapper, filter, and embedding. These say
that the wrapper and filter techniques are first utilized to
choose the best qualities. The wrapper technique usually
works better than the filter method, although the model costs
a lot to run. The embedded method has both the filter and
wrapper method, and it utilizes its own way of choosing the

property.
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4.1 Long Short-Term Memory (LSTM)

During the training, there were 11 hidden layers and 50
neurons in each layer. Long Short-Term Memory (LSTM) is
the best model for predicting time series and figuring out
which crop production prediction is the best. The LSTM is
used to figure out which crop will provide the best yield by
comparing it to the yield predictions for the other three crops.
When training a model using Deep Learning (DL) algorithms,
there are more hyperparameters to think about. These include
the number of neurons, hidden layers, and learning rate.
Setting parameters by hand isnt always possible.
Hyperparameter optimization is the process of picking the
right set of hyperparameters to make the model work better.
In LSTM, the time steps, the number of input and hidden
layers, and the number of hidden neurons may all be thought
of as hyperparameter optimization variables. You should be
cautious while tweaking the hyperparameters since it might
change how well the model works. The layers in the deep
LSTM model will cause overfitting and delay convergence.
The neurons in the hidden layer function in the same way as
the LSTM layer. To predict time-series data, you need data
from the past, but a regular neural network will just look at
the data it gets now. RNN and LSTM can both remember past
data, however LSTM models can remember it for longer than
RNN models. LSTM has two main ideas that it uses to learn
about time-based aspects in data. The memory idea, which
brought up the cell state, and the cell concept, which can
successfully train the completely linked layers, are the first
two things. In LSTM, there are distinct memory cells in the
hidden layer for reading, writing, and deleting data. These
cells are controlled by three gates: the input gate, the output
gate, and the forget gate. These three gates decide what data
should be retained in memory. The cell state moves data from
one layer to the next. The first step is the forget gate, which
lets just the data that is needed past the cell state. The sigmoid
layer is the first stage of the input gate. It controls the output
value. The Tanh layer is the second step. It creates the vectors
of new feature values. Both of them are kept in the cell state.
The output gate shows the updated information about the cell.
The LSTM analyzes past data and present unknown patterns
by controlling them at a basic level to find patterns. This lets
it make predictions about the future sooner. Figure 3 explains
how LSTM works.
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Figure 3. The LSTM Model Functionality

h;_4 — previous memory output

C; — current memory output.
LSTM cell is described in

cge = Tanh(wigg X [hd.g_1, xcg] + DSeq

where, (cg;) — current memory

(Wtcy) — weight matrix

(bscq) - bias

The input gate controls the current memory input data
update to the value of the memory cell and it is calculated in

igy = a(Wtig X [hd;g_1,Xig] + bsig

The input gate controls the previous memory data update to
the value of the memory cell and it is calculated in

f9: = wiwtrg X [hdpg_ x| + bspg

cuy = fit Xlep_q +cg;
Where, cu; — current memory cell
ley_1 —last LSTM cell value.

You may also use LSTM in both the stacked and bidirectional
forms. In stacked mode, LSTM first works on the input and
the next LSTM, and then it works on the outputs of the
temporal characteristics that the previous models generated.
Stacked LSTM is used in advanced temporal learning
features. The bidirectional LSTM trains the extra model,
whereas the unidirectional LSTM does not. One LSTM can
read the input data from the start of the series to the finish
(t0— tn), while the other can read it from the end to the start
(tn— t0). Then, these two models are joined together to make
the temporal feature output. Bidirectional learned the model
characteristics from both ends of the input sequences. The
LSTM model also has the Attention Mechanism to make the
predictions more accurate. The LSTM serves as a mechanism
for attentiveness. The decoder checks all of the encoder's
states again at each step. The last time step hidden state is
utilized to encode the input progression during training. The
Recurrent Neural Network (RNN) functions as long-term
memory, thus facilitating the attention process and enhancing
the accuracy of output regression updates. So, the concealed
state has all the information about the input sequence. This
technique of categorization gives you great tools to make
reliable predictions about crop yields.

5. Performance Evaluation

We made sure that our machine learning models would
function well in real-life agricultural circumstances by
carefully examining how well they operated throughout
testing and outcomes evaluation. In this research, the
suggested approach is reproduced using LSTM in accordance
with the system specifications. We used many metrics to
evaluate the experimental outcome, including Accuracy,
Mean Absolute Error (MAE), Mean Squared Error (MSE),
Root Mean Square Error (RMSE), Mean Absolute Percentage
Error (MAPE), and R-Squared (R2). This part demonstrates
how the LSTM model did in terms of the total rate that could
be achieved, both in numbers and words. Table 1 and figure
4 indicate how accurate the suggested technique is compared
to other methods. The suggested LSTM with an attention
mechanism is compared to the existing approaches, which
include Convolutional Neural Network (CNN), Deep Neural
Network (DNN), Recurrent Neural Network (RNN), and
Generative Adversarial Network (GAN). The accuracy
results reveal that CNN got 84.88%, DNN got 87.49%, RNN
got 90.66%, and GAN got 92.77%. The suggested LSTM
with Attention mechanism got a superior accuracy score of
99.10% than the other approaches that are already out there.
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Table 1: The Experimental Results of the Proposed Model
with Existing Model

o

Model Performance Summary for 80% - 20%
Accuracy R2 MAE MSE | RMSE
DNN 8749 048 0137 0.060 || 0.243
CNN §4.88 050 0.140  0.063 || 0.249
RNN 90.66 047 0136 0059 | 0.241
LSTM 99.10 044 0132 0055 | 0233
GAN 9277 045 0.133 0.056 | 0.235
100
80
60
40 GAN
20
RNN
0
A
ccuracy gy VIAE - DNN
RMSE
EDNN BECNN HERNN LSTM B GAN

Figure 4. The Different Graphical Representations of Crop
Yields from Experimental Results of Proposed Models
Compared to Existing Models

The results from the loT-based [58] soil monitoring system
show that it has a lot of promise for improving precision
farming methods. The technology provides you vital
information that might help crops develop better and utilize
resources more efficiently by helping you keep an eye on
critical soil parameters all the time [59]. This sensitivity is
necessary for making informed changes to farming methods
that would boost overall productivity [60]. It's also important
to think about how the system may be utilized on different
sorts of farms and how it can be altered to match their
demands. The model has worked well in the regions that were
looked at [61], but it has to be evaluated in other places with
varied kinds of soil and weather [62]. To ensure the system
functions well across various agricultural contexts.

6. Conclusion

Forecasting how much food crops will produce is a crucial
part of growing food in the globe. Farmers benefit greatly
from being able to accurately anticipate agricultural yields,
which also raises the value of food and the economy. Changes
in the weather, such as rain, temperature, and soil, may
impact crop yield output. This suggested technique gathers
the yield data for three important crops. Then, compare the
three crop production predictions to see which one is
superior. The suggested model employs linear interpolation
to fill in the gaps in the Kaggle datasets. The Long Short-
Term Memory (LSTM) with attention mechanism is used to
classify better agricultural production predictions for three
crops: jowar, paddy, and ragi. The model's performance is
measured using Accuracy, R2, MAE, MSE, RMSE, and
MAPE. The suggested technique yields superior outcomes, as
shown by performance metrics such as accuracy, R2, MAE,
and RMSE values of around 99.10%, 0.44, 0.132, and 0.233,
respectively, which are relatively more favourable than those
of current methods. In subsequent endeavours, the suggested

methodology will be expanded to include more soil factors
for the enhancement of predictive outcomes.
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