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Abstract: Background: One of the illnesses that kill a lot
of people each year worldwide is breast cancer. It can be
difficult to identify and treat this kind of illness early on in
order to lower the death toll. These days, a variety of
machine learning and data mining approaches are employed
in medical diagnostics, which has demonstrated its
effectiveness in making predictions about chronic diseases
like cancer that might potentially save the lives of those who
suffer from them. Finding the prediction accuracy of
classification algorithms such as Support Vector Machine,
J48, Naive Bayes, and Random Forest and suggesting the
optimal approach is the main goal of this work.

Objective: This study aims to evaluate the efficiency and
efficacy of the categorization algorithms in terms of
prediction accuracy.

Methodology: Using the open-source WEKA tool, this paper
applies a 10-fold cross-validation technique to the Wisconsin
Diagnostic Breast Cancer dataset, analyzing the prediction
accuracy of various classification algorithms, including
Support Vector Machine, J48, Naive Bayes, and Random
Forest.

Findings(Results): According to the study's findings,
Support Vector Machine has the best prediction accuracy, at
97-89%, and the lowest error rate, at 0.14%.

In Conclusion: This paper provides a clear view over the
performance of the classification algo- rithms in terms of
their predicting ability which provides a helping hand to
the medical practition- ers to diagnose the chronic disease

like breast cancer effectively.
Keywords: : Diagnosis, classification algorithms, Breast
cancer, Machine Learning, Data mining, SVM, J48.

1. INTRODUCTION

The governments of all developing nations show their special
commitment to the health care industry by setting aside funds
for it in order to provide patients with easy-to-access,
affordable care; but, in certain instances, the industry is
lagging behind in the use of ICT [1,2]. Since deadly diseases
like cancer are spreading quickly around the world and
account for a large number of deaths each year, early
detection of these illness indicators can save the lives of many
people [3]. Cancer is one of the six most severe critical
illnesses. Medical consultants can make more informed
judgments based on the costs of treatment up front and reduce
overall costs by utilizing ICT and a few IT technologies [2,4].
ICT stands for information and communication technology

These days, the most common illness identified in female
bodies is breast cancer. Breast cancer is the second leading
cause of death after lung cancer; yet, breast cancer is a disease
that primarily affects women and is the cause of their deaths
[5-8]. Approximately 16% of deaths worldwide are
attributable to breast cancer.

The human body's cells react strangely, if not abnormally,
during breast cancer sickness, and their properties change.
Since the body is experiencing losses at this point quickly, it
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is crucial to identify these serious disorders as soon as

possible [3, 7-8, 10-11]. When treating a serious illness like

breast cancer, medical experts use one of two approaches [6]:
(1) This type of treatment involves
localized applications of radiation therapy
and surgery.
(i1) Chemotherapy and  hormone
therapy are examples of systematic
treatments used in this type of care.

ilinesses There are two stages of breast cancer presentation:
benign (1) or malignant (2). A benign tumor is considered to
be non-cancerous because it will not spread to other parts of
the body, however at this stage the diagnosis cannot be made
without surgery. A malignant tumor has the potential to
spread to other parts of the body if it is not properly identified
[9].

The old and traditional approaches are not beneficial due to
the enormous amount of data [3,9,11]. In fact, we can claim
that these methods do not give medical experts, who are the
observers, with accuracy because many patterns, facts, and
information are buried in the whole process. It requires
microanalysis to achieve accuracy that is beyond the
capabilities of a human observer. Therefore, technologies like
machine learning, neural networks, and data mining are
always helpful for the goal, and they give the physical
sciences new hope. These cutting-edge methods offer
prediction, prompt identification, reduction, and time and cost
savings.

“Prediction of Breast Cancer”

Descriptive models and predictive models, often known as
[14-17] and [12-14], are the two types of models used in
data mining:

1.1. Characteristic Model

This model is based on the idea of unsupervised learning;
to do this, data summarization, association rules, and
clustering must be done.

1.2. Model of Prediction

This method, which is also known as supervised learning,
is mainly concerned with predicting results using various
types of analysis, such as regression and classification.

This work aims to predict the accuracy of different
classifiers, such as Random Forest, Naive Bayes, J48, and
SVM, and to identify which classifier is the most efficient.
These classifiers were chosen based on their popularity and
ranking among the top 10 machine learning algorithms
[18]. We used the Wisconsin Diagnostic Breast Cancer
(WDBC) dataset to evaluate their performance.

The following sections make up this document.

(A) This section provides background information about
breast cancer and a synopsis of the paper's contents.

(B) Part 2 explores the applicability of earlier research on
supervised learning, data mining, and machine learning in
predictive analysis.

(C) The study approach is described in Section 3, along
with the dataset and classifiers that were selected.

(D) Test results are displayed in Section 4. comparing and
contrasting the classifiers using different metrics and
research instruments.

(E) The findings of the investigation are summarized in
Section 5. Research.

2. CONNECTED WORKS

The inadequate nature of existing medical diagnoses,
particularly for chronic disorders, was highlighted by Liou
DM and Chang WP [20]. They recommended the use of a
variety of machine learning approaches to enhance
diagnosis and prognosis. Classifiers are crucial to
predictive analytics, according to Leila Ghasem Ahmad,
Abbas Toloie Eshlaghy, Alireza Poorebrahimi, Mandana
Ebrahimi, and Amir R Razavi [21]. Using data from the
Iranian Breast Cancer Center, they tested four
methodologies: C4.5, decision trees, support vector
machines (SVM), and artificial neural networks (ANN).
SVM vyielded a 95.7% accuracy rate. This discussion was
aided by Saurabh Pal [22] and Vikas Chaurasia. To
determine which classification methodology is best for
detecting breast cancer, researchers compared a number of
approaches. They assessed J48, RBF Neural Networks,
SVM with RBF Kernel, Naive Bayes, and Facilitating the
timely detection and avoidance of long-term health issues.

Breast cancer comes second behind lung cancer in North
America, making it one of the deadliest malignancies
globally, according to Thoranin Intarajak and Seung Hwan
Kang [5].

Vikas Chaurasia and Saurabh Pal [9] used the WEKA Tool
to compare the accuracy rates of the Naive Bayes, RBF, and
JA8 prediction models on the Wisconsin Breast Cancer
(original) dataset. They were able to achieve 97.36%,
96.17%, and 93.41% percent accuracy, respectively.
Using the Wisconsin Breast Cancer (original) dataset,
Thomas Noeld [12] examined the machine learning
algorithms SVM,

C4.5, Naive Bayes, and K-NN. SVM achieved the
maximum accuracy of 97.13%.

Godwin Ogbuabor and Ugwoke F.N.[13] assert that data
mining methods and instruments are critical for locating
hidden patterns and creating connections between various
items.

3. METHODS USED

A dataset with several characteristics and labelled classes is
often used in supervised learning to create a classification
model. The Training Dataset and the Testing Dataset are the
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two primary components of the classification job [25]. The
Testing Dataset is used to verify the model's performance,
and the Training Dataset is used to build a predictive model
incorporating the dataset's attributes. utilizing the
Wisconsin Diagnostic Breast Cancer (WDBC) dataset, we
ran our investigation utilizing SVM (Support Vector
Machine), J48, Naive Bayes, and Random Forest as
classifiers to predict cancer kind, namely Benign or
Malignant. The 10-fold cross-validation method was
applied in order to improve the precision of our findings.

3.1. Simple Bayes

This machine learning algorithm is frequently used for jobs
involving categorization. It is predicated on Thomas Bayes'
probability theory [9, 26]. It is well-known for being
straightforward and efficient [18, 27-28], and it helps
create classification models for predictions more quickly.
The two components of this method are Bayes and Naive.
Itis called "naive" because it considers some traits to stand
alone from others.

The term "Bayes" alludes to the statistician and philosopher
Thomas Bayes, who is the subject of the theorem. In formal
terms, the theorem says:

P (BIA)*P (A)/P (B) == P (AB) (1)

2.J48

These models are frequently used for data inspection in the
data mining industry. They depict a sort of classifier with a
structure resembling a tree, in which a node [29] may act as a
decision node designating a test to be run on a single-valued
attribute or as a leaf node showing the value of the target
attribute or class. J48 has adaptability while managing both
continuous and

categorical variables, which makes it easier to build an
extensive decision tree. Furthermore, it has the capacity to
handle missing values. With J48, pessimistic pruning may
be used to remove superfluous branches from the tree,
improving classification [9, 30].

3.3.SVM
Support vector machine, or SVM for short, is a supervised

learning technique used extensively in data analysis, pattern
recognition,

To ascertain the most well-liked class for a certain input X,
a voting procedure is carried out among the trees on a
random selection of the data [30-31]. An upper bound on
generalization error in a random forest is derived using two
factors [31, 33].

(a) Individual Classifier Accuracy

(b).dependence between different classifiers.

3.5. Concerning the Dataset

We used the Wisconsin Diagnostic Breast Cancer dataset
(WDBC) [19] for this study. Many academics have used
this dataset extensively [34-36]. There are 569 cases total,
357 of which are categorized as benign and 212 as
malignant. A patient ID, thirty attributes related to the
tumor diagnosis, and one class property designating the
tumor diagnosis (malignant or benign) are all included in
each instance. Information on the is provided in Table
Number 1.

4. EXPERIENCE AND OUTCOMES

The classifiers used in our study are thoroughly analyzed in
this part, with an emphasis on how well they worked to
provide findings that were more accurate. For result
validation, we applied the 10-fold cross-validation method.
Version 3.8 of the popular open-source data mining
application WEKA, which supports a number of machine
learning methods, was utilized to get the findings.

(@) The accuracy %, properly classified instances,
wrongly classified instances, and the time needed to
create the
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In this work, training and simulation errors are also
considered for a more thorough evaluation of the classifiers'
performance, as shown in Table 3 and Figures 5/6. By
comparison with other classifiers, these show that SMO has
the lowest error rate (0.14%).

The categorization models used in our investigation are
represented by the confusion matrix in Table 4. It provides
an overview of how a particular classifier is expected to
perform. The projected classes are shown by the rows in
this table, while the actual classes are indicated by the
columns. Class A represents cases of malignant breast
cancer, and Class B represents cases of benign individuals
with breast cancer. Based on these two classes, predictions
are produced.

Using parameters from the confusion matrix, the
classifiers are assessed.

Sensitivity==TP/ (TP+FN)...........ccoiviirininnnnn, (3)
Specificity == TN/ (FP+TN).........ccooeiiiiiiina. 4
Recall ==TP/ (TP+FN).......ccooviiiiiiiieiin (5)
Precision == TP/ (TP+FN)..................ooea (6)
F-Measure == 2(P*R)/P+R...........ccceeiiinn... (7

Where

P= =Precision,

R==Recall,

F== False

CONCLUSION

Four classification algorithms were used in this Nobel
research and study to forecast results on the Wisconsin Breast
Cancer dataset (WDBC): SMO, J48, Naive Bayes, and
Random Forest (RF). To select the best classifier for the
dataset, we evaluated each classifier's efficacy and efficiency
using a variety of criteria. Comparing SMO to the other
classifiers used in our study to predict breast cancer as benign
or malignant, SMO produced the greatest accuracy rate of
97.89% with a low error rate of 0.14% in WEKA. SMO was
used to train Support Vector Machine (SVM). These results
imply that classification algorithms can be useful instruments
in the medical domain for the diagnosis of long-term illnesses
like cancer.
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