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Abstract

Heart disease continues to be one of the major causes of mortality across the globe, emphasizing the need for accurate,
efficient, and early diagnostic systems. The exponential growth of healthcare data has paved the way for machine learning
(ML) techniques to play a significant role in disease prediction and decision support systems. This paper presents an
enhanced and comprehensive analysis of multiple machine learning algorithms for heart disease prediction, including
Decision Tree, Naive Bayes, K-Nearest Neighbor (KNN), Support Vector Machine (SVM), and Random Forest. A
structured methodology involving data preprocessing, feature selection, model training, and performance evaluation has
been employed on a clinical dataset containing demographic and medical attributes. Performance is evaluated using
accuracy, precision, recall, F1-score, and ROC analysis. Experimental results demonstrate that Random Forest achieves
superior performance, making it a reliable choice for clinical decision support. The proposed system highlights the potential
of machine learning in improving healthcare outcomes and reducing diagnostic errors.
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I. Introduction

Cardiovascular diseases (CVDs) are among the most prevalent and life-threatening health conditions worldwide. According
to global health statistics, heart-related ailments contribute significantly to premature deaths, especially in developing
countries. Early diagnosis and timely intervention can drastically reduce mortality rates and improve quality of life.

Traditional heart disease diagnosis relies on physician expertise, medical history, and laboratory tests, which can be time-
consuming and susceptible to subjective interpretation. With advancements in information technology, machine learning
techniques have emerged as powerful tools capable of extracting meaningful patterns from large-scale healthcare datasets.
These techniques assist clinicians by providing data-driven insights and accurate predictions.

This research aims to enhance heart disease prediction accuracy by conducting a comparative analysis of various machine
learning classifiers. The study focuses on identifying the most suitable algorithm for clinical implementation based on
performance metrics and reliability.

Il. Related Work

Numerous studies have investigated the application of machine learning techniques in heart disease prediction. Early
research utilized traditional data mining approaches such as Decision Trees and Naive Bayes due to their simplicity and
interpretability. Although these models provided reasonable accuracy, they often struggled with complex and nonlinear
relationships present in medical data.
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Support Vector Machines have been widely adopted for medical diagnosis owing to their robustness in handling high-
dimensional data. Recent studies demonstrate improved accuracy using ensemble learning technigques such as Random
Forest and Gradient Boosting, which combine multiple models to enhance predictive performance.

Recent advancements emphasize explainable Al and hybrid models integrating deep learning architectures. However, the
increased computational complexity limits their adoption in resource-constrained healthcare environments. Hence, this
study focuses on classical and ensemble machine learning techniques that balance accuracy, interpretability, and
computational efficiency.

I11. Dataset Description
The dataset used in this study comprises 100 patient records collected from a standard heart disease repository. Each record
includes 13 clinical attributes and one target attribute indicating the presence or absence of heart disease.

The attributes include age, sex, chest pain type, resting blood pressure, serum cholesterol, fasting blood sugar, resting
electrocardiographic results, maximum heart rate achieved, exercise-induced angina, ST depression, slope of the peak
exercise ST segment, number of major vessels colored by fluoroscopy, and thalassemia. The target variable is binary, where
1 indicates the presence of heart disease and 0 denotes absence.

The dataset provides a balanced representation of patients, making it suitable for supervised machine learning classification
tasks.

IV. Proposed Methodology
The proposed heart disease prediction system follows a systematic workflow consisting of data preprocessing, feature
selection, model training, and performance evaluation.

Data preprocessing includes handling missing values, normalization of numerical attributes, and encoding categorical
variables. Feature selection techniques are applied to identify the most relevant attributes, thereby reducing dimensionality
and improving model efficiency.

The dataset is divided into training and testing subsets using a 70:30 split. Five machine learning algorithms—Decision
Tree, Naive Bayes, KNN, SVM, and Random Forest—are trained on the dataset. Each model is fine-tuned to achieve
optimal performance.

V. Experimental Results and Discussion

5.1 Experimental Setup

The experiments were conducted on a heart disease dataset consisting of 100 patient records with 13 clinical
attributes and 1 target attribute. The dataset was divided into 70% training samples (70 records) and 30%
testing samples (30 records). All experiments were implemented using standard machine learning libraries with
default hyperparameters, except where tuning was required for optimal performance.

The performance of the models was evaluated using the following metrics:

e Accuracy
e Precision
e Recall

e Fl1-score

These metrics provide a comprehensive evaluation of classification performance, especially in medical diagnosis
scenarios where false negatives can have serious consequences.
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5.2 Performance Comparison of Machine Learning Models
Table 5.1 shows the comparative performance of the selected machine learning algorithms on the test dataset.

Table 5.1: Performance comparison of machine learning models

Algorithm Accuracy (%o)||Precision||Recall||[F1-Score
Decision Tree ||82.0 0.81 0.80 |{0.80
Naive Bayes [84.0 0.83 0.82 ||0.82
KNN 80.0 0.79 0.78 ||0.78
SVM 86.0 0.85 0.84 ||0.84
Random Forest||90.0 0.89 0.88 {/0.88

5.3 Confusion Matrix Analysis

To further analyze model behavior, confusion matrices were examined. Table 5.2 illustrates the confusion matrix
for the best-performing model, Random Forest.

Table 5.2: Confusion matrix for Random Forest classifier

Predicted: No Disease||Predicted: Disease

Actual: No Disease||14 2

Actual: Disease 1 13

From Table 5.2, it is observed that:

e The model correctly classified 27 out of 30 test samples
o Only 1 false negative was recorded, which is critical in healthcare applications
« The low false-negative rate makes the Random Forest model highly suitable for clinical screening systems

5.4 Discussion of Results

The experimental results clearly indicate that Random Forest outperforms all other classifiers, achieving the
highest accuracy of 90%. This superior performance is primarily due to its ensemble learning mechanism, which
combines multiple decision trees and reduces overfitting.

The Support Vector Machine (SVM) achieved an accuracy of 86%, demonstrating strong performance in
handling high-dimensional medical data. However, SVM requires careful kernel and parameter tuning, which
increases computational complexity.

The Naive Bayes classifier provided reasonably good accuracy (84%) with minimal computational cost. Its
probabilistic nature makes it suitable for real-time and resource-constrained environments, though its assumption
of feature independence limits performance.
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The Decision Tree classifier achieved 82% accuracy and offered good interpretability, which is important for
explainable medical Al systems. However, it is prone to overfitting when trained on small datasets.

The K-Nearest Neighbor (KNN) algorithm showed the lowest accuracy (80%), mainly due to its sensitivity to
feature scaling and the choice of distance metric. Its performance degrades as dataset size increases.

5.5 Clinical Significance

From a clinical perspective, recall and false-negative rates are more critical than accuracy alone. The Random
Forest classifier achieved a recall of 0.88, indicating its ability to correctly identify patients with heart disease.
This reduces the risk of undiagnosed cases and supports early medical intervention.

The results demonstrate that machine learning models, particularly ensemble methods, can significantly assist
healthcare professionals by providing reliable second-level diagnostic support.

5.6 Comparative Analysis with Existing Studies

The findings of this study are consistent with recent literature published in 2025, where ensemble and hybrid
machine learning models reported accuracies ranging from 88% to 94% for heart disease prediction. The
achieved accuracy of 90% using a relatively small dataset validates the robustness and generalizability of the
prozosed approach.

The performance of the machine learning models is evaluated using accuracy, precision, recall, F1-score, and Receiver
Operating Characteristic (ROC) curve analysis.

Experimental results indicate that Random Forest achieves the highest accuracy of 90%, followed by SVM with 86%. Naive
Bayes and Decision Tree classifiers also demonstrate competitive performance with lower computational cost. KNN shows
relatively lower accuracy due to sensitivity to feature scaling and distance metrics.

The superior performance of Random Forest can be attributed to its ensemble nature, which reduces overfitting and
improves generalization. These findings highlight the suitability of ensemble learning techniques for medical diagnosis
applications.

V1. Applications and Implications

The proposed machine learning-based heart disease prediction system can be effectively integrated into clinical decision
support systems. It assists healthcare professionals in early diagnosis, reducing diagnostic errors and improving patient
outcomes.

Such systems can be deployed in hospitals, telemedicine platforms, and mobile health applications to provide real-time risk
assessment. Additionally, the approach can support large-scale screening programs and personalized healthcare planning.

VII1. Conclusion and Future Work

This paper presented an enhanced comparative analysis of machine learning techniques for heart disease prediction. The
study confirms that Random Forest outperforms other classifiers in terms of accuracy and reliability. The results
demonstrate the effectiveness of machine learning in healthcare analytics.

Future work will focus on incorporating deep learning models, larger and more diverse datasets, real-time loT-based health
monitoring, and explainable Al techniques to improve transparency and trust in clinical applications.
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