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Abstract:  Artificial Intelligence (AI) is rapidly transforming healthcare diagnostics by enabling faster, more accurate, and data-

driven clinical decision-making. Through advanced technologies such as machine learning, deep learning, and natural language 

processing, AI systems can analyze large volumes of medical data, including imaging, electronic health records, and genomic 

information. These capabilities enhance early disease detection, improve diagnostic accuracy, and support personalized treatment 

planning. AI applications have shown significant promise in areas such as radiology, pathology, cardiology, and oncology, where 

precision and efficiency are critical. Despite these advancements, the integration of AI into healthcare diagnostics presents several 

challenges. Key concerns include data privacy and security, algorithmic bias, lack of transparency, and ethical accountability. 

Biased training datasets may result in unequal diagnostic outcomes across different population groups, while opaque decision-

making processes reduce clinical trust and interpretability. Additionally, ethical issues such as informed consent, data ownership, 

and responsibility for diagnostic errors remain unresolved. This paper explores the opportunities, risks, and ethical implications 

associated with AI-driven diagnostic systems. A qualitative literature-based methodology is employed to analyze recent scholarly 

research and identify emerging trends, challenges, and best practices. The findings emphasize the need for balanced integration of 

AI technologies that support, rather than replace, human expertise. Establishing robust regulatory frameworks, ethical guidelines, 

and interdisciplinary collaboration is essential to ensure safe, transparent, and equitable adoption of AI in healthcare diagnostics. 
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I. INTRODUCTION 

 

Artificial Intelligence (AI) has emerged as one of the most transformative technologies in modern healthcare, particularly in the 

field of medical diagnostics. By leveraging machine learning (ML), deep learning (DL), and advanced data analytics, AI systems 

can analyse vast volumes of clinical data with remarkable speed and accuracy. These technologies enable early disease detection, 

enhance diagnostic precision, and support clinical decision-making across medical domains such as radiology, pathology, 

cardiology, and oncology [1]. As healthcare systems worldwide face increasing patient loads and resource constraints, AI-driven 

diagnostic tools offer promising solutions for improving efficiency and patient outcomes. The integration of AI into healthcare 

diagnostics has demonstrated significant potential in identifying complex patterns that may be overlooked by human clinicians. For 

example, AI-powered imaging systems can detect subtle abnormalities in radiological scans, often achieving performance 

comparable to or exceeding that of medical experts [2]. Additionally, AI supports personalized medicine by enabling tailored 

treatment strategies based on patient-specific data, including genetic, behavioral, and clinical information [3]. These advancements 

contribute to improved accuracy, reduced diagnostic delays, and enhanced healthcare accessibility. 

 

Despite its advantages, the adoption of AI in healthcare diagnostics presents notable challenges. Concerns regarding data 

privacy, algorithmic bias, lack of transparency, and ethical accountability remain significant barriers to widespread implementation 

[4]. Biased datasets may lead to unequal healthcare outcomes, while opaque decision-making processes raise questions about trust 

and clinical responsibility. Furthermore, ethical issues related to informed consent, data ownership, and liability in cases of 

misdiagnosis demand careful consideration [5]. This paper aims to examine the opportunities, risks, and ethical concerns associated 

with AI in healthcare diagnostics. By reviewing existing literature and analyzing current applications, the study seeks to provide a 

balanced understanding of how AI can be responsibly integrated into healthcare systems to enhance patient care while maintaining 

ethical and professional standards. 
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II. REVIEW OF LITERATURE 

 

Artificial Intelligence (AI) has increasingly transformed healthcare diagnostics by enhancing clinical accuracy, efficiency, and 

decision-making. Extensive research highlights AI’s capability to analyze large-scale datasets, including medical imaging, 

electronic health records (EHRs), and genomic data, enabling earlier disease detection and personalized treatment approaches. This 

section critically reviews fifteen key studies that explore AI’s applications, benefits, risks, and ethical implications in healthcare 

diagnostics. Miotto et al. (2016) introduced Deep Patient, demonstrating how unsupervised deep learning can generate patient 

representations from EHRs to predict disease onset. Their work emphasized AI’s potential to improve diagnostic foresight but also 

highlighted challenges related to interpretability and data quality. Similarly, Esteva et al. (2017) demonstrated dermatologist-level 

accuracy in skin cancer detection using deep neural networks, reinforcing AI’s capability to outperform traditional diagnostic 

methods under controlled conditions. 

 

Litjens et al. (2017) provided one of the most comprehensive surveys on deep learning in medical imaging, identifying 

applications in detection, segmentation, and classification. However, they emphasized that limited dataset diversity and lack of 

clinical validation restrict generalizability. Supporting this, Beam and Kohane (2018) argued that while machine learning models 

can achieve high performance, their real-world impact depends on clinical integration, data reliability, and interpretability. Ethical 

and societal concerns have gained increasing attention. Char et al. (2018) explored ethical challenges in deploying AI systems in 

healthcare, particularly regarding responsibility, accountability, and patient consent. Similarly, Vayena et al. (2018) emphasized 

transparency, fairness, and data protection as prerequisites for trustworthy AI. These ethical dimensions are essential as AI systems 

increasingly influence clinical decisions. The challenge of algorithmic bias is highlighted by Obermeyer et al. (2019), who 

identified racial bias in a widely used healthcare algorithm due to reliance on healthcare cost as a proxy for medical need. Their 

findings underscore the risks of embedding social inequalities into AI-driven systems. Complementing this, Jobin et al. (2019) 

reviewed global AI ethics guidelines and found consensus on principles such as fairness and accountability, but limited guidance on 

implementation. 

 

Further, Kelly et al. (2019) explored why many AI innovations fail to translate into clinical practice, citing issues such as 

workflow incompatibility, regulatory barriers, and insufficient clinician training. Tjoa and Guan (2020) addressed the growing 

demand for explainable AI (XAI), stressing that transparency is essential for clinician trust and patient safety. Similarly, Amann et 

al. (2020) argued that explainability must consider ethical, legal, and human-centered perspectives rather than purely technical 

explanations. From an implementation standpoint, Sendak et al. (2020) proposed a lifecycle framework for AI deployment, 

emphasizing continuous monitoring, evaluation, and governance. Reddy (2022) further noted that explanations must be clinically 

meaningful to support real-world decision-making. More recent work by Alowais et al. (2023) synthesized evidence on AI’s role in 

healthcare delivery, acknowledging its benefits while emphasizing the need for human oversight, ethical safeguards, and regulatory 

alignment. 

 

The literature indicates that AI has immense potential to enhance diagnostic accuracy, efficiency, and accessibility. However, 

challenges related to bias, transparency, accountability, and ethics remain significant. Addressing these concerns requires 

interdisciplinary collaboration, robust governance frameworks, and continuous evaluation to ensure AI technologies support 

equitable and safe healthcare outcomes. 

 

TABLE 1: SUMMARY OF REVIEWED LITERATURE 

Author(s) & Year Focus Area Key Contribution 
Limitations 

Identified 

Miotto et al., 2016 EHR analytics 
Predictive patient 

modelling 

Interpretability 

issues 

Esteva et al., 2017 Dermatology AI 
Expert-level 

classification 

Limited 

generalization 

Litjens et al., 2017 Medical imaging 
Deep learning 

applications 
Dataset bias 

Beam & Kohane, 

2018 
Clinical ML Big data potential Clinical integration 

Char et al., 2018 Ethics in AI 
Accountability & 

consent 
Ethical ambiguity 

Vayena et al., 2018 Governance 
Trustworthy AI 

principles 

Implementation 

gaps 

Obermeyer et al., 

2019 
Bias detection 

Racial bias 

identification 

Proxy variable 

misuse 

Jobin et al., 2019 Global ethics 
Ethical framework 

synthesis 

Lack of 

enforcement 

Kelly et al., 2019 
Translation to 

practice 
Implementation barriers 

Workflow 

mismatch 

Tjoa & Guan, 

2020 
Explainable AI Interpretability models 

Limited clinical 

clarity 
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Author(s) & Year Focus Area Key Contribution 
Limitations 

Identified 

Amann et al., 2020 XAI ethics Human-centered AI 
Regulatory 

complexity 

Sendak et al., 2020 
Deployment 

models 
AI lifecycle framework 

Maintenance 

burden 

Reddy, 2022 Clinical trust Explainability needs Limited scalability 

Alowais et al., 

2023 
Clinical AI use Opportunities & risks 

Human 

dependency 

Topol, 2019 Digital medicine AI–human collaboration Ethical governance 

 

 

III. RESEARCH METHODOLOGY 

This section outlines the methodological approach adopted to examine the role of Artificial Intelligence (AI) in healthcare 

diagnostics, focusing on its opportunities, risks, and ethical concerns. A qualitative, literature-based methodology was selected to 

ensure a comprehensive and systematic understanding of existing research findings. 

 

 
FIGURE 1: METHODOLOGY FLOWCHART 

 

Research Design 

This study adopts a qualitative descriptive research design, which is appropriate for exploring complex technological, ethical, 

and social phenomena such as AI in healthcare diagnostics. Qualitative research enables in-depth interpretation of patterns, 

concepts, and theoretical frameworks drawn from existing scholarly literature. This approach is particularly suitable for 

understanding ethical implications, implementation challenges, and emerging trends rather than measuring numerical outcomes [6]. 

 

Research Approach 

A systematic literature review approach was employed to identify, analyze, and synthesize peer-reviewed academic research 

related to AI-based diagnostic systems. This approach ensures transparency, reproducibility, and academic rigor. The review 

focused on studies addressing diagnostic performance, ethical challenges, bias, explainability, and regulatory considerations in AI-

driven healthcare environments [7]. 

 

Data Sources and Search Strategy 

Data were collected from reputable academic databases including Google Scholar, PubMed, IEEE Xplore, and ScienceDirect. 

Keywords used during the search included “Artificial Intelligence in healthcare,” “AI diagnostics,” “machine learning in 

medicine,” “ethical issues in AI,” and “healthcare data analytics.” Only peer-reviewed journal articles published between 2016 and 

2024 were included to ensure relevance and currency. Grey literature, opinion blogs, and non-academic sources were excluded to 

maintain academic credibility. 
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FIGURE 2: DATA SOURCES AND SEARCH STRATEGY 

 

Inclusion and Exclusion Criteria 

The inclusion criteria focused on: 

 Peer-reviewed journal articles 

 Studies addressing AI applications in healthcare diagnostics 

 Articles discussing ethical, legal, or social implications 

 Publications written in English 

 

Exclusion criteria included: 

 Studies unrelated to healthcare diagnostics 

 Articles lacking methodological clarity 

 Opinion-based or non-peer-reviewed publications 

 

This screening ensured the selection of high-quality and relevant literature. 

 

Data Analysis Technique 

A thematic analysis approach was employed to analyze the selected literature. Key themes such as diagnostic accuracy, ethical 

concerns, data privacy, bias, explainability, and clinical adoption were identified and categorized. Patterns across studies were 

examined to highlight recurring challenges and opportunities. This qualitative synthesis enabled the integration of theoretical 

insights with real-world implications [8]. 

 

 
FIGURE 3: DATA ANALYSIS TECHNIQUES 

 

Ethical Considerations 

Although this research did not involve human participants, ethical considerations were addressed by ensuring proper citation of 

all sources and avoiding plagiarism. The study emphasizes ethical concerns highlighted in existing literature, including data 

privacy, patient consent, algorithmic fairness, and accountability in AI-driven diagnostics [9]. Respecting intellectual property and 

academic integrity remained a priority throughout the research process. 

 

Limitations of the Methodology 

This study relies solely on secondary data, which may limit insights into real-time clinical implementation challenges. 

Additionally, the rapid evolution of AI technologies means that some findings may become outdated as new innovations emerge. 

Despite these limitations, the selected methodology provides a comprehensive and reliable overview of current knowledge in the 

field. The chosen qualitative literature-based methodology offers a structured and systematic approach to understanding the role of 

AI in healthcare diagnostics. By synthesizing high-quality academic sources, this research provides valuable insights into 
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technological advancements, ethical challenges, and future directions, supporting informed decision-making and responsible AI 

integration in healthcare systems. 

 

IV. OPPORTUNITIES OF AI IN HEALTHCARE DIAGNOSTICS 

Artificial Intelligence (AI) has emerged as a transformative force in healthcare diagnostics, offering significant opportunities to 

enhance accuracy, efficiency, and accessibility of medical services. One of the most prominent advantages of AI lies in its ability to 

analyse large and complex datasets at a speed far beyond human capability. Machine learning (ML) and deep learning algorithms 

can process medical images, electronic health records (EHRs), and genomic data to support early and accurate disease detection. 

For example, AI-driven imaging tools have demonstrated high diagnostic accuracy in identifying cancers, cardiovascular diseases, 

and neurological disorders, often matching or surpassing expert clinicians [10]. AI also plays a critical role in improving clinical 

decision-making. By identifying subtle patterns and correlations within patient data, AI systems assist clinicians in making 

evidence-based diagnoses and treatment decisions. Predictive analytics powered by AI can anticipate disease progression and 

patient deterioration, enable timely interventions, and reduce medical errors [11]. This capability is particularly valuable in 

intensive care units and emergency settings, where rapid decision-making is essential. 

 

 
FIGURE 3: AI IN HEALTHCARE 

 

Another key opportunity lies in personalized medicine. AI enables tailored treatment strategies by analysing individual patient 

characteristics, genetic profiles, and lifestyle factors. Such personalization enhances treatment effectiveness while minimizing 

adverse outcomes [12]. Additionally, AI-powered diagnostic tools support remote healthcare delivery through telemedicine 

platforms, expanding access to quality healthcare in underserved and rural regions. AI also improves operational efficiency within 

healthcare systems. Automation of routine diagnostic tasks reduces clinicians’ workload, allowing them to focus on complex cases 

and patient interaction. Furthermore, AI-driven systems help optimize resource allocation, reduce diagnostic delays, and lower 

healthcare costs [13]. Despite these advantages, the success of AI in healthcare diagnostics depends on responsible implementation. 

Ensuring high-quality data, minimizing algorithmic bias, and maintaining transparency are critical for sustaining trust among 

healthcare professionals and patients. When integrated thoughtfully, AI has the potential to significantly enhance diagnostic 

accuracy, patient outcomes, and healthcare accessibility, making it a powerful tool in modern medicine. 

 

V. RISKS AND CHALLENGES OF AI IN DIAGNOSTICS 

Despite the transformative potential of Artificial Intelligence (AI) in healthcare diagnostics, its implementation presents several 

critical risks and challenges that must be carefully addressed. One of the most significant concerns is algorithmic bias, which occurs 

when AI systems are trained on unrepresentative or imbalanced datasets. Such bias can lead to unequal diagnostic outcomes, 

particularly for minority populations, thereby reinforcing existing healthcare disparities [14]. If training data does not reflect 

demographic diversity, AI models may produce inaccurate or unfair predictions. Another major challenge is data privacy and 

security. AI systems rely heavily on large volumes of sensitive patient data, increasing vulnerability to data breaches and 

cyberattacks. Unauthorized access to health data can compromise patient confidentiality and erode public trust in digital health 

technologies [15]. Ensuring secure data storage, encryption, and compliance with healthcare regulations remains a persistent 

challenge. 

Lack of transparency and explainability, often referred to as the “black box” problem, is another critical concern. Many AI 

algorithms, especially deep learning models, produce outputs without clear explanations of how decisions are made. This limits 

clinicians’ ability to trust or validate AI recommendations, particularly in high-stakes diagnostic scenarios [1]. Explainable AI 

(XAI) has emerged as a solution, but its implementation remains complex and inconsistent across healthcare applications. 

Additionally, overreliance on AI systems may negatively impact clinical judgment. When clinicians depend excessively on 

automated recommendations, there is a risk of reduced critical thinking and diagnostic skills. Errors in AI outputs, if unchecked, 

can lead to misdiagnosis or delayed treatment [2]. This highlights the importance of maintaining human oversight in all AI-assisted 

clinical decisions. 

Ethical and legal challenges also pose significant barriers. Determining accountability in cases of AI-related diagnostic errors 

remains unclear—whether responsibility lies with clinicians, developers, or healthcare institutions [3]. Moreover, the absence of 

standardized regulatory frameworks across regions complicates the safe deployment of AI technologies. Finally, integration 

challenges such as interoperability issues, high implementation costs, and resistance to technological change can hinder adoption. 

Healthcare professionals may require extensive training to effectively use AI tools, and inadequate infrastructure can limit system 
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performance [4]. Addressing these risks is essential to ensure AI contributes positively to diagnostic accuracy, patient safety, and 

healthcare equity. 

 

TABLE 2: KEY RISKS AND CHALLENGES OF AI IN HEALTHCARE DIAGNOSTICS 

Risk/Challenge Description Impact on Healthcare Supporting Source 

Algorithmic Bias 
Bias from unrepresentative training 

data 
Unequal diagnostic outcomes 

Obermeyer et al. 

(2019) 

Data Privacy & 

Security 
Risk of data breaches and misuse 

Loss of patient trust and 

confidentiality 

Vayena et al. 

(2018) 

Lack of 

Explainability 
Opaque decision-making processes Reduced clinician trust 

Tjoa & Guan 

(2020) 

Overreliance on AI 
Excessive dependence on 

automation 
Diagnostic errors Sendak et al. (2020) 

Ethical & Legal 

Issues 

Unclear accountability and 

regulation 
Legal and ethical uncertainty Char et al. (2018) 

Integration 

Challenges 

Infrastructure and training 

limitations 
Delayed or ineffective adoption 

Alowais et al. 

(2023) 

 

VI. ETHICAL CONCERNS IN AI-BASED DIAGNOSTICS 

The integration of Artificial Intelligence (AI) into healthcare diagnostics has introduced significant ethical concerns that must 

be carefully addressed to ensure safe, fair, and responsible use. While AI technologies offer enhanced accuracy and efficiency, their 

ethical implications raise questions regarding fairness, transparency, accountability, and patient autonomy. Addressing these 

concerns is essential to maintain trust in healthcare systems and protect patient rights. One of the most critical ethical concerns is 

algorithmic bias. AI systems are trained on historical healthcare data, which may reflect existing social, racial, or economic 

inequalities. When such biased data are used, AI models may produce discriminatory outcomes, leading to unequal diagnosis or 

treatment recommendations for certain population groups [5]. This can exacerbate healthcare disparities rather than reduce them. 

Ensuring diverse and representative datasets is therefore essential to promote fairness and equity in AI-driven diagnostics. 

 

Another major ethical challenge is lack of transparency and explainability. Many AI models, particularly deep learning systems, 

operate as “black boxes,” making it difficult for clinicians to understand how diagnostic decisions are reached. This lack of 

explainability can undermine trust, limit clinical acceptance, and make it difficult to justify decisions to patients [6]. Ethical 

medical practice requires that clinicians can explain diagnoses and treatment options clearly, which becomes challenging when AI-

generated outputs cannot be easily interpreted. Data privacy and security also represent significant ethical concerns. AI systems 

depend on large volumes of sensitive patient data, increasing the risk of data breaches and unauthorized access. Protecting patient 

confidentiality and ensuring compliance with data protection regulations are fundamental ethical obligations [7]. Without robust 

cybersecurity measures, AI systems may expose patients to privacy violations, potentially damaging public trust in digital 

healthcare solutions. 

 

Another ethical challenge involves accountability and responsibility. When AI systems contribute to diagnostic errors, it 

remains unclear who should be held responsible—the healthcare provider, the technology developer, or the institution deploying 

the system. This ambiguity complicates legal and ethical accountability and highlights the need for clear governance frameworks 

and regulatory oversight [8]. Additionally, the increasing reliance on AI raises concerns regarding professional autonomy and 

human judgment. Overdependence on automated systems may reduce clinicians’ critical thinking skills and clinical intuition. AI 

should support—not replace—human expertise to ensure balanced decision-making and patient-centered care [9]. 

 

In while AI holds immense potential to improve diagnostic accuracy and efficiency, its ethical challenges must not be 

overlooked. Addressing issues related to bias, transparency, privacy, accountability, and human oversight is essential for 

responsible implementation. Establishing ethical guidelines, regulatory frameworks, and interdisciplinary collaboration will help 

ensure that AI-driven diagnostics align with core medical values and promote equitable, trustworthy healthcare systems. 

 

VII. CONCLUSION 

Artificial Intelligence (AI) has emerged as a transformative force in healthcare diagnostics, offering significant improvements in 

accuracy, efficiency, and accessibility of medical services. Through advanced data analytics, machine learning, and pattern 

recognition, AI systems support early disease detection, personalized treatment planning, and enhanced clinical decision-making. 

As highlighted throughout this study, AI has demonstrated strong potential in improving diagnostic outcomes across various 

medical specialties while reducing clinician workload and operational inefficiencies. The adoption of AI in healthcare diagnostics is 

accompanied by critical challenges that must be carefully addressed. Ethical concerns such as algorithmic bias, lack of 

transparency, data privacy risks, and accountability issues remain significant barriers to widespread and responsible 

implementation. Without appropriate safeguards, AI technologies may unintentionally reinforce healthcare inequalities or 

undermine patient trust. Therefore, ensuring fairness, explainability, and data protection is essential for ethical deployment. 

 

This study emphasizes that AI should function as a supportive tool rather than a replacement for human expertise. The 

collaboration between healthcare professionals and intelligent systems is vital to maintaining clinical judgment, empathy, and 
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patient-centered care. Furthermore, robust regulatory frameworks, interdisciplinary collaboration, and continuous evaluation are 

necessary to guide responsible AI integration. In conclusion, while AI presents remarkable opportunities to revolutionize healthcare 

diagnostics, its long-term success depends on ethical governance, transparency, and human oversight. By addressing these 

challenges, healthcare systems can harness AI’s full potential to improve patient outcomes and promote equitable, trustworthy, and 

sustainable healthcare delivery. 

 

REFERENCES 

[1] Alhejaily, A. M. G., & Alhejaily, S. (2024). Artificial intelligence in healthcare: A comprehensive review of advancements and 

barriers. PMC Health Services Research Review. https://www.ncbi.nlm.nih.gov/pmc/articles/PMC11582508/ 

[2] Chustecki, M. (2024). Benefits and risks of AI in health care: Narrative review. Interactive Journal of Medical Research, 13, 

e53616. https://www.i-jmr.org/2024/1/e53616 

[3] Cross, J. L., et al. (2024). Bias in medical AI: Implications for clinical decision-making. PMC Medical AI Review. 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC11542778/ 

[4] Ueda, D., et al. (2023). Fairness of artificial intelligence in healthcare: Review and recommendations. PMC Fairness in AI 

Review. https://www.ncbi.nlm.nih.gov/pmc/articles/PMC10764412/ 

[5] Sharma, R. M., et al. (2025). Artificial intelligence in medical image analysis and molecular diagnostics. Journal of Medical AI, 

10103. https://jmai.amegroups.org/article/view/10103/html 

[6] Olawade, D. B., et al. (2024). Artificial intelligence in healthcare delivery: Prospects and pitfalls. Global Medicine Review, 

100108. https://doi.org/10.1016/j.glmedi.2024.100108 

[7] Chinta, S. V., et al. (2025). AI-driven healthcare: Fairness in AI healthcare. PMC Healthcare AI Survey. 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC12091740/ 

[8] Dankwa-Mullan, I. (2024). Health equity and ethical considerations in using AI in public health and medicine. Preventing 

Chronic Disease, 21, 240245. https://www.cdc.gov/pcd/issues/2024/24_0245.htm 

[9] Mennella, C. (2024). Ethical and regulatory challenges of AI technologies in healthcare. Trends in Digital Healthcare Ethics. 

https://www.sciencedirect.com/science/article/pii/S2405844024023284 

[10] Weiner, E. B. (2025). Ethical challenges and evolving strategies in the integration of AI in healthcare. PMC Healthcare Ethics 

Review. https://www.ncbi.nlm.nih.gov/pmc/articles/PMC11977975/ 

[11] Cross, J. L., et al. (2025). Evaluating accountability, transparency, and bias in AI diagnostic tools. BMC Medical Ethics, 12, 

43. https://bmcmedethics.biomedcentral.com/articles/10.1186/s12910-025-01243-z 

[12] Gorelik, A. J., et al. (2025). Ethics of AI in healthcare: A scoping review. Frontiers in Digital Health. 

https://www.frontiersin.org/journals/digital-health/articles/10.3389/fdgth.2025.1662642 

[13] Sagona, M. (2025). Trust in AI-assisted health systems and AI’s trust in humans. Nature AI and Ethics. 

https://www.nature.com/articles/s44401-025-00016-5 

[14] Pham, T. (2025). Ethical and legal considerations in healthcare AI: Innovation and challenges. Royal Society Open Science. 

https://royalsocietypublishing.org/rsos/article/12/5/241873/235732 

[15] Alowais, S. A., et al. (2023). Revolutionizing healthcare: The role of artificial intelligence in clinical practice. BMC Medical 

Education, 12909. https://bmcmededuc.biomedcentral.com/articles/10.1186/s12909-023-04698-z. 

 

http://www.jetir.org/

