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Abstract

The selection of appropriate building materials often involves handling uncertain, vague and incomplete
information arising from diverse criteria such as cost, durability, strength and thermal insulation. To address
this challenge, we propose a novel framework based on Multi vague sets, which extend traditional vague set
theory by incorporating Multi dimensional truth, falsity and hesitation values. This enriched representation
captures the imprecise nature of real-world material data more effectively. We define and utilize multiple
distance measures tailored for Multi vague environments to compare and classify materials based on their
attributes. A case study involving five dimensional evaluations of building materials demonstrates the efficacy
of this method in recognizing patterns and assisting in material recommendation. The proposed approach
enhances decision making by offering a structured, scalable and interpretable model for vague and hesitant
information in construction related applications.
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1 Introduction

Pattern recognition plays a vital role in various fields such as computer vision, medical diagnosis and data
mining where accurate classification and decision making are essential despite the presence of uncertainty
and imprecision (Zadeh, 1965) [7]. Traditional approaches often struggle to handle ambiguous or vague
data effectively. To address these challenges, fuzzy set theory has been widely utilized; however, it
sometimes fails to capture the full extent of uncertainty, especially when multiple degrees of vagueness
coexist.

Multi vague sets extend the classical vague and fuzzy set concepts by incorporating membership function and
non- membership function that simultaneously represent truth and falsity degrees (Atanassov, 1986) [6]. This
enriched framework allows for a more nuanced representation of complex and uncertain information, which is
particularly useful in pattern recognition tasks where data ambiguity is inherent.

Distance measures between such fuzzy structures are essential tools for pattern recognition, classification and
decision making, as they quantify the similarity or dissimilarity between uncertain elements. Szmidt and
Kacprzyk (1997) [2] made significant contributions by developing and analyzing distance metrics for
intuitionistic fuzzy sets, which have become foundation in the field. Their work demonstrated the effectiveness
of distance-based methods in various applications including medical diagnosis and career determination.
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In this paper, we propose a novel distance-based approach utilizing Multi vague sets to enhance pattern
recognition. By defining and computing appropriate distance measures between Multi vague sets, we enable
more effective discrimination and classification of patterns characterized by Multi-dimensional vagueness
(N. Ramakrishna, 2020) [11]. The proposed methodology not only captures the inherent uncertainty in data
but also integrates hesitation parameters, improving robustness and decision accuracy.

Our work builds upon and extends existing theories in fuzzy and vague set literature, contributing to the ongoing
development of intelligent systems capable of handling uncertain and incomplete information. Experimental
results demonstrate the effectiveness of the proposed method in real world applications, highlighting its
potential for advancing pattern recognition techniques.

2 Preliminaries

Definition 2.1 A Vague set A in the universe of discourse G is a pair (ta, fa) where ta: G — [0, 1],
fa: G — [0, 1], are the mappings such that ta(Xx) + fa(x) <1, for all x € G. The functions t, (x) and
fa(x) are true and false membership functions respectively.

Definition 2.2 Let G be a non-empty set. A vague set A = (ta, fa) where ta(X) = (tra(x),
toa(X), ..., tka(x)) and fa(x) = (fia(X), f2a(X), ..., fka (X)) and

tia: G — [0,1],fia: G — [0, 1], are mappings such that tia (x) + fia (X) < 1, forall x € G, for i
=1,2,3, e, , k., is called Multi vague set of G with dimension k. Here t1a(X) > t2a(X)

Note: We arranged the true membership sequence is decreasing order, then the corresponding false
membership sequence need not be in decreasing or increasing order.

According to fuzzy set theory, if the membership degree of an element is ta(x), if non- membership
degree of an element x is fa(x). Furthermore, we have ma(X) = 1 — ta(x) — fa(x) called the
vague set index or hesitation on margin of x in A. wa(X) is the degree of indeterminacy of x € G to
the vague set A and i.e., wa(X)

€ [0, 1] for every x € G, na(X) expresses the lack of knowledge of whether x belongs to

the vague set A or not.

Definition 2.3 Let G be non-empty group and A, B, C are vague sets in G.
The distance measure d between vague sets A and B is a mapping d: G G [0y, -
if d (A, B) satisfies the following axioms.

A1) 0<d(AB)<1

A2)d (A B)=0iffA=B

As) d (A, B) =d (B, A)

Az)d (A, C)+d(C,B)>=d (A,B)

As) IFASBCcCC,thend(A,C)=d(A,B)andd (A,C)>=d (B,C)

Distance measure is a term that describes the difference between vague sets and can be considered as a dual
concept of similarity measures between vague sets proposed by Szmidt, E., & Kacprzyk, J.

Definition 2.4 Let A = {(X, ta(X), fa(x), ta(X)) | x € G} and

B = {{X, tg(x), fg(x),mg(x) ) | X € G} be two vague sets in G= {X1, X2,.._, Xn}.

Based on the geometric interpretation of vague set, Szmidt, E and Kacprzyk, J, proposed the
following four distance measures between A and B.

Let A = {(xa1, ta(X1), fa(X1), ma(X1)),
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(X2, ta(x2), fa(X2), Ta(X2)),
(oo ooy e Y

G s D)
(Xn, ta(xn), fa(xn), Ta(Xn))}

B = {(X1, ts(X1), fB(X1), mB(X1)),
(X2, t(X2), fB(X2), B(X2)),
oo oo e )y,
oo s oo )

(Xn, te(Xn), fa(xn), me(Xn))}, then
1) The Hamming distance.
n

1
dy(AB) = EZ(“A(XQ —tg(xi)| + fa(xp) — fg (x| + |ma(x;) — e (x)1)

=1

2) The Euclidean distance.

1 n
dg(A,B) = \/;Z(ltA(Xi) — tg(x) | + [fa(x;) — fg(x)|* + |ma(xp) — (%) %)
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3) The Normalized Euclidean distance.

1 n
dg(A,B) = \/;ZU'EA(XD — tg(xp)|? + Ifa(x;) — fo(x)1? + [ma(x)) — Ta(x;)[%)
i=1

4) The Normalized Hamming distance.
n

1
d(A,B) = 5= " (Ita(x) = ta ()] + 4 G) = Fa ()] + Ima () — (e
i=1

3 Distance between Multi vague sets

Now, we extend these distances to Multi vague sets.

e, A= {<xq, (t14(x1), v, tra(xy)), (f1A(x1): -----:ka(x1)): (a(x1), e, TR (x1))>
<o, (t1aC ) ta G (FaC)y e friaC ), (aa )y e, a (2))>

< X4, (tlA(xj), ey tkA(xj)), (flA(xj), ..,ka(xj)) , (ﬂlA(Xj), ..,nkA(xj))>
<o, (t1aC ) ta ), (Fia Gy veees fiaC)), (1a () e Trga())>
< x1, (E14(xn), eee vy tra (X)), (f1A(xn)» --:ka(xn)), (m1a(n)s oee e, ra(x1))>}

B = {< xq1, (t15(x1), e v, tep(X1)), (le (X)) e e es fre (x1)): (15 (x1), voev s g (X1))>
<o, (b1 ) g (), (Fig Gy e, fis (), (g (L)) e, g (0))>

< X1, (tlB(xj)r ey th(Xj)), (le (x]), % ,ka (x])) 5 (7'[13 (x]), B [47:] (x]))>
<., (b1 () i (), (fig G s oo frg (), (ap (L)) e, g (0))>
< xq, (t1p (Xn), v v, trp (X)), (f1B (), won e ;ka(xn))» (15 (Xn), oo, g (X))>}

Here A and B are Multi vague sets with dimension k, and having n elements.

and tig =ty = - 2 tia, tig: G- [0, 1], fiA: G- [0, 1] and TTix: G- [0, 1] are
membership, non- membership and hesitant functions respectively. Also

tia+ fia+ mia=1,vi=12,..,k. Andj=12,....n.

1) The Manhattan distance.

an (8,B) =73 3" (Itia5) = t )] + [fnC) = Fis )] + Imia o) = i)

j=1i=1
The Euclidean distance.

di (A, B) = f ZZutA(xl)—tB(xl)P+|fA(x>—fB(xl>|2+|nA<x1) 5 (x)|?)

j=1i=
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3) The Normalized Euclidean distance.

doos (A B) = f ZZ ) = G * + 1) = (o) + Imia ) = mia () )

j=1i=

4) The Normalized Manhattan distance.

dn_Man<A.B>-ikZZ|tlA(x,> tin ()] + ia () = fin ()] + i () = s ()

im1

Note: Hamming distance counts the number of positions at which two vectors

(or strings) of equal length differ. It’s typically used for categorical, binary or discrete data, while Manhattan
measures the sum of absolute differences between coordinates in a Multi dimensional space. It’s a numeric
measure for continuous or real-valued vectors. So, we replacing Hamming distance with Manhattan distance.

Example 3.1 Let G be a nonempty group. A and B are Multi vague sets of G with dimension 4, with
3elements. Let x,yandz e G
A = {{x,(0.9,0.8,0.7,0.6), (0, 0.1, 0.1, 0.3)),

(y, (0.8,0.7,0.7,0.5), (0, 0, 0.2, 0.3)),

(z,(0.7,0.6, 0.6, 0.4), (0.2, 0.3,0.3, 0.4))}

B = {(x, (0.7, 0.6, 0.5, 0.5), (0.1, 0.1, 0.2, 0.2)),
{y, (0.6, 0.5, 0.4, 0.4), (0.2, 0.3, 0.3, 0.2)),
(z,(0.6,0.5, 0.3, 0.1), (0.2, 0.3, 0.6, 0.3))}

Now we find distance measure between Multi vague sets A and B.
Given (G, ) isagroupand x,yandz G €
we find hesitant values, include in A and B, then

A = {(x, (0.9,0.8, 0.7, 0.6), (0, 0.1, 0.1, 0.3), (0.1, 0.1, 0.2, 0.1)),
{y, (0.8,0.7,0.7,0.5), (0, 0, 0.2, 0.3), (0.2, 0.3, 0.1, 0.2)),
(z,(0.7,0.6,0.6,0.4), (0.2, 0.3,0.3, 0.4), (0.1, 0.1, 0.1, 0.2))}

B = {(x, (0.7, 0.6, 0.5, 0.5), (0.1, 0.1, 0.2, 0.2), (0.2, 0.3, 0.3, 0.3)),
(y, (0.6, 0.5,0.4, 0.4), (0.2, 0.3,0.3, 0.2), (0.2, 0.2, 0.3, 0.4)),
(z,(0.6,0.5,0.3,0.1), (0.2, 0.3, 0.6, 0.3), (0.2, 0.2, 0.1, 0.6))}

1) The Manhattan distance.

dian(A/B) = = ZZutlA(xl) tin ()] + Ifia (1) = Fis ()| + mia () = in ()]

j=1i=
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Here dimension = k = 4 and number of elements = n =3

d man (A, B) = 1[{]0.9 —0,7| + 0.8 — 0.6| +|0.7 — 0.5| + 0.6 — 0.5| +
[0—-0.1]+|0.1-0.1] +|0.1 - 0.2| +|0.3—0.2| +
0.1-0.2|+]0.1-0.3|+]0.2—-0.3| +]0.1 - 0.3|} +

{|0.8 —0.6|+|0.7—-0.5|+]|0.7 - 0.4/ +|0.5—0.4| +
[0—-0.2]+]|0—-0.3]+]0.2—-0.3| +]|0.3—-0.2| +

0.2—0.2|+]|0.3—-0.2| +]0.1—0.3| +]|0.2—-0.4|} +

{|0.7—-0.6| +]0.6 —0.5| +]0.6 —0.3| +|0.4—0.1| +

0.2—-0.2] +]0.3-0.3| +]|0.3—0.6| +]0.4—0.3| +
0.1-0.2]+]0.1—-0.2|+]0.1—0.1] +|0.2—0.6[}]

=1[{(0.2+0.2 +0.2+0.1)+(0.1+0+0.1+0.1)+(0.1+0.2+0.1+0.2)}
+{(0.2+02+0.3+0.1)+(0.2+0.3+0.1+0.1)+(0+0.1+0.2+0.2)}
+{(0.1+0.1+0.3+03)+(0+0+0.3+0.1)+(0.1+0.1+0+0.4)}]

=1[(0.9+0.3 + Q.6) +(0.8+0.7+0.5) + (0.8 + 0.4 + 0.6)]
~d man (A, B) =26 =186,

1) The Normalized Manhattan distance.

dn-wan (A, B) = — ZZutlA(x,) tin ()] + I (%) = fin ()| + min () = s ()]

2) The Euclidean distance.

ds (A, B) = ZZ(MA(xl) s CDI? + IEa ) — F (OI? + Ima(x) = (69 %)
j=1i=
3) The Normalized Euclidean distance.

ws(AB) = f ZZ ) = i Go)* + 18 ) = i )" + Iria ) = s )

j=1i=

Note: We observed that

1) 0 <dy(4,B)<n
2)  0<d,y(4B)<1
3) 0 <dy(4,B) <+Vn
4) 0 <d, (4, B)<1

4 Model of vague sets in pattern Recognition

In this process, a set of patterns in (vague in nature) and another unknown pattern called is given (also
vague in nature). Both the set of the patterns and that of the pattern and that of the sample are within
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the same feature space or attributes m’. The task is to find the distance between each of the patterns and the
sample. The smallest or shortest distance between any of the patterns and the sample shows that, the same
belongs to that pattern. This is what pattern recognition.

Assume that there exist m patterns given by

A ={<x, tAl(xj),fAl(xj),nAl(xj) |x; € X},=1,2,...n,1=1,2,...m.

Here ti4:G — [0,1], fia: G — [0,1] and m;4: G — [0, 1] are membership,

non- membership and hesitant fuzzy mappings. And t;4 + fia + mia = 1

B = {< xj,tpx;, fzx;, mpx; >| x; € X} be the sample to be tested.

According to E.Smidt, J.Kacprzyk [22, 24], see the following example.

Let X = {Xxu1, X2, X3, X4}, N = 4, be the attributes.

Let A1, A2, Az, A4, As, and Ae are classification of different building materials. B is another kind of
unknown building material.

Let x1 = Compressive strength (CS)

X2 = Thermal Insulation (TI)

x3 = Cost Efficiency (CE)

X4 = Durability (D)

A1 = {(ta1(X1), fa1(X1), ma1(X1)), (ta1(X2), fa1(X2), ma1 (X2)),
(ta1(Xa), fa1(xs), ma1(X3)), (ta1(Xa), faq(xs), ma1(Xa))}

Az = {(ta2(X1), fa2(X1), ma2(X1)), (ta2(X2), fa2(X2), ma2(X2)),
(ta2(xa), fa2(x3), ma2(X3)), {ta2(Xa), fa2(xa), ma2 (X4))}

Az = {(ta3(X1), fa3(X1), ma3(X1)), (ta3(X2), fa3(X2), TA3(X2)),
(ta3(xa), faz(xs), ma3(X3)), (ta3(Xa), fa3(xs), ma3(Xs))}

As = {{tag(X1), fag(X1), mag(X1)), (tag(X2), fagq(x2), ma4(X2)),
(tagq(xs), fag(xs), agq(xs)), (tag(Xa), fag(Xa), Tag (X))}

As = {({tas(x1), fa5(X1), ma5(X1)), (ta5(X2), fa5(x2), Ta5(x2)),
(ta5(x3), fa5(xs), Ta5(x3)), (ta5(xs), fa5(xa), ma5(xa))}

As = {(tag(X1), fag(X1), mag(X1)), {tag(X2), fag (X2), a6 (X2)),
(tag(x3), fag(xs), mag(X3)), (tag(x4), Tag(xa), Tag(Xa))}

Equivalently,
A = {(ta](xa), fal(X1), Ta](X1)), (tal(X2), fa](X2), Al (X2)),
(tal(x3), fal(x3), ma](X3)), (ta](Xa), fal(Xa), Ta] (X4))}

wherel =1, 2, 3,4,5and 6.

Let’s see the values,

A = {(1,0,0),(0.8,0,0.2), (0.6,0.2,0.2), (0.5,0.2,0.3)}

A, = {(0.7,0.1,0.2), (0.9,0.1, 0), (0.8, 0.1, 0.1), (0.6, 0.2, 0.2)}
Az = {(0.6,0.3,0.1), (0.7,0.1, 0.2), (1, 0, 0), (0.9, 0.1, 0)}

As = {(0.9,0,0.1), (0.6, 0.3,0.1), (0.6, 0.3,0.1), (1, 0, 0)}

As = {(0.5,0.3,0.2), (0.9,0,0.1), (1,0,0),(0.7,0.1,0.2)}

As = {(0.8,0,0.2),(0.7,0.2,0.1), (0.7, 0.1, 0.2), (0.4, 0.3, 0.3)}

and B = {(0.6,0.3, 0.1), (0.5, 0.3, 0.2), (0.9, 0.1, 0), (0.8, 0.2, O)}
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A, Values

1.2

0.8

0.6
0.4
| |
0 i EEE =B
Al A2 A3 A4

W Membership function B Non membership function M Hesitant Margin

N
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A, Values

1.2

1
0.8
0.6
0.4

0 ] N [

Al A2 A3 A4

B Membership function B Non membership function M Hesitant Margin

A, Values

I- I-l I I-
Al A2 A3 A4

W Membership function B Non membership function M Hesitant Margin

1.2

0.8

0.6

0.4

0.2
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A, Values
1.2
1
0.8
0.6
0.4
) I I
0 [ ] O
Al A2 A3 A4
B Membership function B Non membership function MW Hesitant Margin
Ac Values
1.2
1
0.8
0.6
0.4
) I . l
0 ] O
Al A2 A3 A4

B Membership function B Non membership function B Hesitant Margin
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A Values
0.9
0.8
0.7
0.6
0.5
0.4
0.3
0.2
1. Lb
; ] ]
Al A2 A3 A4
B Membership function B Non membership function MW Hesitant Margin
B Values
1
0.9

0.8
0.7
0.6
0.5
0.4
0.3
0.2
i i
. L] L]
B1 B2 B3 B4

B Membership function B Non membership function M Hesitant Margin

Here ta1 (X1) represents the membership value of compressive strength of Ay pattern. fa] (x1)
represents the non- membership value of compressive strength of A pattern. ma] (X1) represents the
indeterminacy value of compressive strength of A pattern.

ta] (x2) represents the membership value of thermal insulation of A pattern. fa] (x2) represents the
non- membership value of thermal insulation of A, pattern. a] (X2) represents the indeterminacy
value of thermal insulation of A, pattern.

ta] (x3) represents the membership value of cost efficiency of A, pattern. fa] (x3) represents the non-
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membership value of cost efficiency of A, pattern. ta] (X3) represents the indeterminacy value of cost
efficiency of A, pattern.

and ta] (x4) represents the membership value of durability of Ay pattern. fa] (X4) represents the non-
membership value of durability of A, pattern. a] (X4) represents the indeterminacy value of
durability of A, pattern.

Here 1=1,2,3,4,5and 6

Now, we check which pattern will be closer to unknown pattern B. for that we use normalized
Euclidean distance formula,

1 n
d,—g(AB) = \/Z_nz(ltA(Xi) — tg(xp)|? + Ifa(x;) — fg(x)1* + [ma(x;) — TR (x;)[?)
i=1

Here X={X1, X2, X3, X4}

1
d,—g(AB) = \/;z(ltA(Xi) — tg(x;)|* + Ifa(x;) — fg(x)I? + [ma (%) — (%) %)

dn—g (A, B) = square root of {3(|tx(x,) = taGe)I? + IfaGe) — faCe)lP + [axy) —

e (X)) *+(Ita(xz) — tg (x2) 1% + [fa(x2) — fa(x2)1% + [ma(x2) — TR(x2)[%) +
(Ita(xs) — tg(x3)|? + [fa(x3) — fp(x3)|* + |ma(x3) — ma(x3)]%) +
(Ita(xs) — tp(xa)I* + [fa(x4) — tg(xg)|? + WA (xs) — TR (x4) %)}

And A is replaced by A; and A¢ every time.

1)  d,_g(A,,B) = square root of {% [(J1—062+[0—-03]>+]0—0.1]2)+ (]0.8—0.5|2 +

02-03]12+]0—-0.2|>)+ (]0.6—09]2+0.2—-0.1]2+[0.2—0?) + (0.5—0.8] |> +
0.2—-0.2]2+103—-01|9)]}

= square root of {é [(0.16 + 0.09 + 0.01) + (0.09 + 0.01 + 0.04) + (0.09 + 0.01 + 0.04) +
(0.09 + 0 + 0.09)

- \/2(0.26 +0.14+0.18) :\/é (0.72) = 0,09 = 0.3
dn—E(All B) = 03

similarly calculating remaining values, we have

1| d, (4,B) 0.30
2 | d,_;(4y B) 0.22
3| dy, ;@3 B) 0.12
4 d, (4, B) 0.23
5 | dy_z(4s, B) 0.21
6 | dy ;4 B) 0.26
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d(Ai, B) Values, i=1,2,...,6.

0.35
0.3

0.25

0.2
0.15
0.1
0.05
0

Al A2 A3 A4 A5 A6

HAl mA2 mA3 mA4 mAS

Since the shortest distance between pattern As is much closer to pattern B, hence pattern B
belongs to pattern Aa.

5 Model of Multi vague sets in pattern Recognition

Now, we introduce the Multi vague set concept in each attribute, by introducing these values, the
distance will be more accurate and precise, more over considering all parameters in minute level.

A= {< ta, (%), fa, (%), 74, (%) >| x; € X } becomes

Ay = {< tay ()Y fa ()Y 7ay (3 3y >| 5 € X3, and
I=12..,m. Herety,:X - [0,1], fia: X = [0,1] and m;4,: X - [0,1] membership, non- membership
and hesitant margin respectively. So, we modify the above example with multi dimension k =5, I=1,
2,3,45and 6, also j = 1,2,3 and 4.
e, A = {[ < t1a,(6), t20,(%), t3a, (%)), tan, (%), tsa (%)) >,
< flAl(xj):fZAl(xj)'f3Al(xj)»f4—Al(xj)'f5Al(xj) >,
< 14, (%), 24, (%), 3., (37), Tan (%), 7050, (%) >11 %5 € X Yo
or Ay ={[ < tya,(x1), t24,(x1), t34,(x1), tan, (x1), ts4,(x1) >,
< fia,(x1), f2a,(%10), f3a,(x1), fan, (X1), fsa,(x1) >,
< 1014, (%1), 20, (x1), 030, (%1), Tap, (X1), W54, (%1) >]
[ < t14,(%2), E24,(X2), t34,(%2), tan, (X2), tsa,(x2) >,
< f1a,(x2), f24,(%2), f34,(%2), fan, (X2), fsa,(x2) >,
< Ty, (%2), 24, (X2), T34, (%2), Tan,(X2), 54, (x2) >]

[ < t1a,(x3), t24,(x3), t34,(x3), t4a,(x3), tsa,(x3) >,
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< f1a,(x3), f24,(x3), f34,(X3), fan,(X3), f5a,(x3) >,

< Tya,(X3), 24,(X3), T34, (X3), T4n,(X3), 54, (x3) >]

[ < t1a,(x4), to0,(x4), t3a,(x4), Ean,(Xa), tsa,(x4) >,
< f1a,(%4), f2a,(x4), f34,(X4), fan,(X4), f5a,(xs) >,
< T14,(X4), 24, (X4), T34, (X4), T4, (X4), 54, (x4) >]
[ < t14,(X5), t24,(X5), t34,(X5), tan,(Xs5), tsa,(x5) >,
< flAl(xS)rfZAl(xs):f3Al(x5):f4Al(x5)’fSAl(xs) >,
< 1094, (X5), 20, (X5), T34, (X5), Tan, (X5), T54,(x5) >]}
where | = 1,2,3,5 and 6. different patterns given. we subdivide each attribute as follows,

1) Compressive Strength (CS)

CSi: Load bearing under static weight
CSo: Load bearing under dynamic impact
CSs: Resistance after water exposure
CS4: Resistance to cracking under stress
CSs: Strength retention after aging

2) Thermal Insulation (TI)

Tl1: Heat conduction rate

Tl2: Performance in hot climates

Tl3: Performance in cold climates

Tl4: Thermal mass effectiveness

Tls: Stability across temperature fluctuations

3) Cost Efficiency (CE)
CEq: Initial material cost
CE2: Installation cost

CEs: Maintenance over time
CE4: Lifespan to cost ratio
CEs: Market availability

4) Durability (D)

D1: Resistance to water damage

D»: Resistance to chemical exposure

D3: Wear and tear over time

Da: Resistance to biological factors (mold, pests)
Ds: Resistance to extreme temperatures

tiag (X1), f1a1(X1), mag (X1) are the membership, non- membership and hesitant margin of load bearing
under static weight (CSy).

toa1(x1), f2a1(X1), m2a1 (X1) are the membership, non- membership and hesitant margin of load bearing
under dynamic impact (CSy).

taa1(X1), f3aa1(X1), m3a1(X1) are the membership, non- membership and hesitant margin of resistance of
water exposure (CSg).

tan1(x1), faa1(X1), maa1 (X1) are the membership, non- membership and hesitant margin of resistance to
cracking under stress (CSa).

tsa1 (X1), fsa1(X1), msa1(X1) are the membership, non- membership and hesitant margin of strength
retention after aging (CSs).

JETIR2601331 | Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org | e282


http://www.jetir.org/

© 2026 JETIR January 2026, Volume 13, Issue 1 www.jetir.org (ISSN-2349-5162)

t1a1(x2), f1a1(X2), m1a1(X2) are the membership, non- membership and hesitant margin of heat
conduction rate (Tly).

toa1(X2), f2a1(X2), m2a1 (X2) are the membership, non- membership and hesitant margin of performance
in hot climates (Tl>).

t3a1(x2), f3a1(X2), m3a1(X2) are the membership, non- membership and hesitant margin of performance
in cold climates rate (Tl3).

tsa1(X2), faa1(x2), man1(X2) are the membership, non- membership and hesitant margin of thermal mass
effectiveness (Tla).

tsa1 (X2), fsa1(X2), msa1(X2) are the membership, non- membership and hesitant margin of stability
across temperature fluctuations (Tls).

t1a1(x3), f1a1(X3), m1a1(X3) are the membership, non- membership and hesitant margin of Initial cost
material (CEj).

toa1(X3), f2a1(X3), m2a1 (X3) are the membership, non- membership and hesitant margin of installation
cost (CEy).

t3a1(x3), f3a1(X3), m3a1 (x3) are the membership, non- membership and hesitant margin of maintenance
over time (CEj).

tsa1 (X3), faa1(X3), maa1(x3) are the membership, non- membership and hesitant margin of life span to
cost ratio (CEu).

tsa1(X3), fsa1(X3), m5a1 (X3) are the membership, non- membership and hesitant margin of market
availability (CEs).

t1a1(Xa), f1a1(X4), m1a1 (X4) are the membership, non- membership and hesitant margin of resistance to

water damage (D1).
t2a1 (Xa), f2a1(X4), m2a1 (X4) are the membership, non-membership and hesitant margin of resistance to

chemical exposition. (D2).

taa1(Xa), f3a1(Xs), m3a1(X4) are the membership, non- membership and hesitant margin of wear and tear
over time. (Ds).

taa1 (Xa), fan1(Xa), man1(Xs) are the membership, non- membership and hesitant margin of resistance to
biological factors (mold, pests) (Da).

tsa1(Xa), fsa1(Xa), msa1(X4) are the membership, non- membership and hesitant margin of resistance to
extreme temperatures. (Ds).

Now, we define six known patterns A; and unknown pattern B.

A = {((0.8,0.6,0.4,0.5,0.6), (0.1, 0.2, 0.3, 0.2, 0.2), (0.1, 0.2, 0.3, 0.3, 0.2)),
((0.9,0.7,0.5,0.7,0.5), (0, 0.1, 0.2, 0.1, 0.3), (0.1, 0.2, 0.3, 0.2, 0.2)),
((0.7,0.6,0.8,0.5, 0.7), (0.1,0.2, 0.1, 0.2, 0.2), (0.2, 0.2, 0.1, 0.3, 0.1))
((0.6,0.7,0.7,0.8,0.5), (0.3,0.2, 0.2, 0.1,0.2), (0.1, 0.1, 0.1, 0.1, 0.3))}

A = {((0.6,0.5,0.7,0.5,0.7), (0.3, 0.4, 0.1, 0.2, 0.2), (0.1, 0.1, 0.2, 0.3, 0.1)),
((0.6,0.5,0.6, 0.4, 0.5), (0.2, 0.3, 0.2, 0.3, 0.3), (0.2, 0.2, 0.2, 0.3, 0.2)),
((0.7,0.8,0.5,0.6, 0.6), (0.1, 0.1, 0.2, 0.2, 0.3), (0.2, 0.1, 0.3, 0.2, 0.1))
((1,0.7,1,0.7,0.7), (0, 0.2, 0, 0.1, 0), (0, 0.1, 0, 0.2, 0.3))}

As = {((0.5,0.6,0.7, 1, 0.9), (0.3, 0.2, 0.1, 0, 0), (0.2, 0.2, 0.2, 0, 0.1)),
((0.8,0.7,0.4,0.3,0.4), (0.2,0.1, 0.4, 0.3, 0.5), (0, 0.2, 0.2, 0.4, 0.1)),
((0.3,0.3,0.5,0.4,0.3), (0.3,0.3, 0.4, 0.2, 0.5), (0.4, 0.4, 0.1, 0.4, 0.2))
((0.4,0.5,0.5,0.6,0.3), (0.3,0.2,0.3,0.1, 0.4), (0.3, 0.3, 0.2, 0.3, 0.3))}

As = {((0.8,0.9, 1,0.7,0.8), (0.2, 0.1, 0, 0.1, 0.1), (0, 0, 0, 0.2, 0.1)),
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((0.7,0.8,0.9,0.7,0.6), (0.1,0.1,0, 0.1, 0.2), (0.2, 0.1, 0.1, 0.2, 0.2)),
((0.9,1,1,0.9,0.7), (0.1,0,0,0,0.2), (0, 0,0, 0.1, 0.1))
((0.8,0.7,0.8,0.8, 1), (0.1,0.2,0, 0.1, 0), (0.1, 0.1, 0.2, 0.1, 0))}

As = {{(0.5,0.6,0.7, 0.6, 0.5), (0.3, 0.1, 0.1, 0.2, 0.4), (0.2, 0.3, 0.2, 0.2, 0.1)),
((0.4,0.5,0,0.7,0.6), (0.5,0.3,0.7, 0.2, 0.1), (0.1, 0.2, 0.3, 0.1, 0.3)),
((0.5,0.6,0.5,0,0.5), (0.2,0.3, 0.4, 0.7,0.2), (0.3, 0.1, 0.1, 0.3, 0.3))
((0.4,0.6,0,0.6,0.7), (0.3,0.3,0.5,0.1,0.2), (0.3, 0.1, 0.5, 0.3, 0.1))}

As = {((0.3,0.4,0.5,0.6,0.3), (0.6, 0.5, 0.3, 0.3, 0.5), (0.1, 0.1, 0.2, 0.1, 0.2)),
((0.4,0.3,0.7,0,0.5), (0.3,0.4, 0.1, 0.5, 0.3), (0.3, 0.3, 0.2, 0.5, 0.2)),
((0,0.3,0.4,0.5,0), (0.7, 0.3, 0.5, 0.3, 0.5), (0.3, 0.4, 0.1, 0.2, 0.5))
((0.4,0.2,0,0.6,0.7), (0.3,0.4, 0.4, 0.3,0.2), (0.3, 0.4, 0.6, 0.1, 0.1))}

B = {((0.5,0.7, 1, 0.6,0.7), (0.3, 0.1, 0, 0.2, 0.2), (0.2, 0.2, 0, 0.2, 0.1)),
((0.3,0.4,0.5,0.3,0.4), (0.6, 0.5, 0.4, 0.4,0.5), (0.1, 0.1, 0.1, 0.3, 0.1)),
((1,0.8,0.9,0.7, 1), (0, 0.1, 0.1, 0.1, 0), (0, 0.1, 0, 0.2, 0))
((0.2,0.3,0.5, 0.3, 0.4), (0.6,0.7, 0.4, 0.6, 0.3), (0.2, 0, 0.1, 0.1, 0.3))}
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The Normalized Euclidean distance.

k

dn-g(AB) = %zz (ltia () = tis (I + [ia () = fis ()| + Imia () = min(x)])

j=1i=1

1) d,_g (A1, B) = square root of {% [(0.32 +0.12 + 0.62 + 0.12 + 0.1%) +

JETIR2601331 | Journal of Emerging Technologies and Innovative Research (JETIR) www jetir.org | €287


http://www.jetir.org/

© 2026 JETIR January 2026, Volume 13, Issue 1 www.jetir.org (ISSN-2349-5162)
(0.22 4+ 0.12+ 0.12 4+ 0% + 0%) + (0.12 + 02 + 0.32 + 0.12 + 0.1%) +
(0.6% + 0.32 + 0%2 + 0.4% + 0.1%) + (0.6 + 0.4% + 0.22 + 0.3%2 + 0.2%) +
(02 +0.1%2 + 0.2%2 + 0.1%2 + 0.1%) + (0.32 + 0.2%2 + 0.1% + 0.2%2 + 0.3%) +
(0.12 + 0.12 + 0% + 0.1%2 + 0.2%) + (0.22 + 0.12 + 0% + 0.1% + 0.2%) +
(0.4%2 + 0.4% + 0.22 + 0.5% + 0.12) + (0.32 + 0.5% + 0.22 + 0.5%2 + 0.12)
+ (0.12 + 0.12 + 0%2 4+ 02 + 02)]}

=square root of {==[(0.09 + 0.01 + 0.36 + 0.01 + 0.01) + ( 0.04 + 0.01 + 0.09) +

(0.01 4+ 0.09 + 0.01 + 0.01 ) +(0.36+0.09+0.16+0.01) + (0.36+0.16+0.04+0.09+0.04)
+(0.01+0.04+0.01+0.01) + (0.09+0.04+0.01+0.04+0.09) + (0.01+0.01+0.01+0.04) +
(0.04+0.01+0.01+0.01+0.01) + (0.16+0.16+0.04+0.25+0.01) +
(0.09+0.25+0.04+0.25+0.01) + (0.01+0.01)]}

=square root of {% [0.48 + 0.14 + 0.12 4+ 0.62 + 0.69 + 0.07 + 0.27 + 0.07 + 0.08 +
0.62+0.64+0.02]}

’ 1
= %( 3.82) =v0.191 = 0.4370
. dn—E(Alr B) = 0.4‘370

2)  dy-g(A2,B) = square root of {=[(0.12 + 0.22 + 0.3% + 0.1% + 02) +
(02 +0.32+0.12 + 02 + 0%) + (0.1%2 + 0.1%2 + 0.22 + 0.12 + 0%) +
(0.32 +0.12 + 0.12 + 0.1%2 + 0.1%) + (0.4% + 0.22 + 0.22 + 0.12 + 0.22) +
(0.12 + 0.1%2 + 0.12 + 02 + 0.12) + (0.3% + 0% + 0.42 + 0.1% + 0.42) +
(0.12 4+ 0%2 4+ 0.12 + 0.12 + 0.3%) + (0.2%2 + 0% + 0.32 + 0% + 0.1%) +
(0.82 + 0.4% + 0.5% + 0.4% + 0.32) + (0.6 + 0.5% + 0.4% + 0.5% + 0.32)
+(0.2%2 + 0.12 + 0.1%2 + 0.1 + 02)]}

=square root of {% [(0.01 + 0.04 + 0.09 + 0.01) + (0.09 + 0.01) +

(0.01+0.01+0.04+0.01)+(0.09+0.01+0.01+0.01+0.01)+(0.16+0.04+0.04+0.01+0.04)
+(0.01+0.01+0.01+0.01)+(0.09+0.16+0.01+0.16)+(0.01+0.01+0.01+0.09)+
(0.04+0.09+0.01)+(0.64+0.16+0.25+0.16+0.09)+(0.36+0.25+0.16+0.25+0.09)
+(0.04+0.01+0.01+0.01)]}

=square root of {% [0.15+ 0.10 + 0.07 + 0.13 + 0.29 + 0.04 + 0.42 + 0.12 +
0.14 + 1.3 + 1.11 + 0.07]}

’ 1
= ﬁ(3'94) =+v0.197 = 0.4438

o dn_E(Az, B) = 0.4438

3)  d,_g(A3,B) = square root of{%[(Oz +0.12 + 0.32 + 0.4% + 0.22) +

(02 4+ 0.12 4+ 0.12 + 0.22 + 0.22) + (0%2 + 0% + 0.22 + 0.2%2 + 0?) +
(0.52 + 0.3%2 + 0.1%2 + 02 + 0%) + (0.4% + 0.4% + 02 + 0.12 + 0%) +
(0.124+0.12 + 0.12 + 0.1% + 0%) + (0.5% + 0.5%2 + 0.4% + 0.32 + 0.7%) +
(0.32 + 0.2%2 + 0.32 + 0.12 + 0.5%) + (0.22 + 0.32 + 0.12 + 0.22 + 0.22) +
(0.22 +0.22 + 0%2 4+ 0.3%2 + 0.1%) + (0.3%2 + 0.52 + 0.1% + 0.5% + 0.1?)

+ (0.12 + 0.32 4+ 0.12 + 0.22 + 02)]}

=square root of {% [(0.01 + 0.09 + 0.16 + 0.04) + (0.01 + 0.01 + 0.04 + 0.04) +

(0.04+0.04)+(0.25+0.09+0.01)+(0.16+0.16+0.01)+(0.01+0.01+0.01+0.01)+
(0.25+0.25+0.16+0.09+0.49)+(0.09+0.04+0.09+0.01+0.25)+
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(0.04+0.09+0.01+0.04+0.04)+(0.04+0.04+0.09+0.01)+
(0.09+0.25+0.01+0.25+0.01) + (0.01+0.09+0.01+0.04)]}

=square root of {>-[0.30 + 0.10 + 0.08 + 0.35 + 0.33 + 0.04 + 1.24 + 0.48 + 0.22 +
0.18+0.61+0.15]}

1
- /%(4.08) = 0.204 = 0.4516
o dn_E(A3, B) == 0.4‘516

4)  dn-p(A4,B) = square root of {>-[(0.32 + 0.22 + 0% + 0.12 + 0.12) +
(0.12 4+ 02 + 02+ 0.12 + 0.1%2) + (0.22 + 0.22 + 02 + 0% + 0%) +
(0.4% 4+ 0.4% + 0.4% + 0.4% + 0.2%) + (0.5%2 + 0.4% + 0.4% + 0.3%2 + 0.3%) +
(0.12 4+ 02 + 02 + 0.12 + 0.1%) + (0.1 + 0.22 + 0.1 + 0.22 + 0.3%) +
(0.12 4 0.12 + 0.12 + 0.1%2 + 0.2%) + (02 + 0.12 + 0%2 + 0.12 + 0.1%) +
(0.6% + 0.4% + 0.3%2 + 0.5% + 0.6%) + (0.5%2 + 0.52 + 0.4%2 + 0.52 + 0.3%)
+ (0.12 4+ 0.12 + 0.1 + 0% + 0.3%)]}

=square root of {% [(0.09 + 0.04 + 0.01 + 0.01) + (0.01 + 0.01 + 0.01) +

(0.04+0.04)+(0.16+0.16+0.16+0.16+0.04)+ (0.25+0.16+0.16+0.09+0.09)+
(0.01+0.01+0.01)+(0.01+0.04+0.01+0.04+0.09)+(0.01+0.01+0.01+0.01+0.04)+
(0+0.01+0+0.01+0.01)+(0.36+0.16+0.09+0.25+0.36)+
(0.25+0.25+0.16+0.25+0.09)+(0.01+0.01+0.01+0.09)]}

=square root of {% [0.15+ 0.03 + 0.08 + 0.68 + 0.75 + 0.03 + 0.19 + 0.08 +
0.03+1.22+ 1+ 0.12]}

f 1
= |55(436) = V0.218 = 0.4669
2 dy_g(Aq, B) = 0.4669

5) d,_g (A5, B) = square root of {% [(0% + 0.12 + 0.3% + 0% + 0.2%) +
(0% + 0% 4+ 0.1%2 + 0% 4+ 0.2%) + (0% + 0.1%2 + 0.22 + 0% + 0%) +
(0.12 + 0.1%2 + 0.5%2 + 0.4%2 + 0.2%) + (0.12 + 0.22 + 0.3%2 + 0.22 + 0.42) +
(02 +0.1%2 + 0.2%2 + 0.2%2 + 0.2%) + (0.5 + 0.22 + 0.4% + 0.7? + 0.5%) +
(0.22+0.22 +0.32 + 0.6 + 0.2%) + (0.32+ 02 + 0.12 + 0.1%2 + 0.3%) +
(0.22 4+ 0.32 4+ 0.52 + 0.32 + 0.3%) + (0.32 + 0.4% + 0.12 + 0.52 + 0.1%)
+ (0.1%2 + 0.12 + 0.4% + 0.22 + 0.29)]}

=square root of {% [(0.01 + 0.09 + 0.04) + (0.01 + 0.04) +

(0.01+0.01+0.25+0.16+0.04)+(0.36+0.16+0.04+0.09+0.04)+(0.01+0.04+0.09+0.04+0.16)+
(0.01+0.04+0.04+0.04)+(0.25+0.04+0.16+0.49+0.25)+(0.04+0.04+0.09+0.36+0.04)+
(0.09+0.01+0.01+0.09)+(0.04+0.09+0.25+0.09+0.09)+(0.09+0.16+0.01+0.25+0.01)+
(0.01+0.01+0.16+0.04+0.04)]}

=square root of {% [0.14 + 0.05 + 0.05 + 0.47 + 0.34 + 0.13 + 1.19 + 0.57 +
0.20 +0.56+0.52+0.26]}

’ 1
= %(4.48) =+v0.224 = 0.4733
o dn—E(ASJ B) = 0.4733
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6)  d,_g(A6,B) = square root of{%[(O.ZZ +0.32 + 0.52 + 0% + 0.4%) +

(0.32+0.42+0.32+0.12 + 0.3%2) + (0.12 + 0.12 + 0.22 + 0.12 + 0.1%) +
(012 4+ 0.12 + 0.22 + 0.32 + 0.1%) + (0.32 + 0.12 + 0.32 + 0.12 + 0.2%) +
(0.22 4+ 0.22+0.12 + 0.22 + 0.1%) + (12 + 0.5%2 + 0.52 + 0.2%2 + 0.1%) +
(0.7% + 0.22 + 0.4% + 0.22 + 0.5%) + (0.32 + 0.3%2 + 0.12 + 0% + 0.5%) +
(0.2%2 + 0.12 + 0.5%2 + 0.3%2 + 0.3%2) + (0.32 + 0.3%2 + 0% + 0.3%2 + 0.12)

+ (0.1%2 + 0.4% + 0.52 + 02 + 0.29)]}

=square root of {>-[(0.04 + 0.09 + 0.25 + 0.16) + (0.09 + 0.16 + 0.09 + 0.01 + 0.09) +

(0.01+0.01+0.04+0.01+0.01)+(0.01+0.01+0.04+0.09+0.01)+(0.09+0.01+0.09+0.01+0.04)+
(0.04+0.04+0.01+0.04+0.01)+(1+0.25+0.25+0.04+1)+(0.49+0.04+0.16+0.25)+
(0.09+0.09+0.01+0.25)+(0.04+0.01+0.25+0.09+0.09)+
(0.09+0.09+0.09+0.01)+(0.01+0.16+0.25+0.04)]}

=square root of {% [0.54 + 0.44 + 0.08 + 0.16 + 0.24 + 0.14 + 2.54 + 0.98 + 0.44 + 0.48 + 0.28 +
0.46]}

1
= ’%(6.78) =+v0.339 = 0.5822
. dTL—E(A6J B) = 05822

similarly calculating remaining values, we have

1| d,:(4,B) 0.4370
2 | dy,_r(43,B) 0.4438
3| dn,z(45B) 0.4516
41 d,_z(A,B) 0.4669
5|  dyz(As,B) 0.4733
6 | dnz(Aq B) 0.5822
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d(Ai, B), i=1,2,...,6.

0.35
0.3

0.25

0.
0.15
0.
0.05
0
Al A2 A3 A4 A5 A6

HAl HA2 BA3 mA4 EAS5

N

-

From the table and graph, the smallest distance is 0.4370 for A1, meaning B most likely belongs to
pattern Ay, the largest distance is 0.5822 for As, indicating B is least similar to Ae.

6 Conclusion

This is a typical pattern recognition step where classification is based on the minimum distance. This
confirms the effectiveness of the proposed distance based Multi vague pattern recognition model, which
can be applied in real life domains like material classification, medical diagnosis, and decision-making
systems where uncertainty is inherent. This Multi vague sets applied to pattern recognition is more
effective method than that of fuzzy set model and vague set model.

Overall, the model demonstrates improved classification accuracy by capturing Multi-dimensional
uncertainty, offering a strong alternative to traditional pattern recognition approaches.
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