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Abstract:This paper presents a novel visual tracking approach to correlation filter learning toward peak strength of correlation 

response. In the previous methods during tracking some of the features are distractive like occlusion and local deformation which 

results in poor tracking performance. And in this paper we are going to solve this problem by using correlation filtering. Many 

applications are like unmanned control systems, motion analysis, video processing and security.  

 

Index Terms – correlation filtering,elastic net,kernel method,regression,visual tracking. 

I. INTRODUCTION 

 

Visual tracking plays a vital role in computer vision and signal processing with many different applications. Generally visual 

tracking is of two different types: single object tracking and multiple object tracking which are related with various research 

methodologies and different applications.  

This paper mainly focuses at single object tracking. In these recent years it has been seen the great growth of development in visual 

tracking. Accuracy, robustness and running speed has been improved by the visual trackers. Still there are many challenges in such 

as nonrigid deformations, illumination changes, heavy occlusions, background clutters, scale variations and in-plane/out-of-plane 

rotations in practical applications of visual tracking.  

Firstly we take video as input and least square regression is applied to the input which is used to remove any blur part or noise part 

by this regression. Later we use Kernel tricks to divide the video frames. By correlation filter the data is converted from spatial 

domain to frequency domain. And the Fast Fourier Transform is applied to detect the object. The converted frequency is having 

different scale values where Scale Estimation is applied to estimate these scale values. Thereby for feature extraction Histogram 

of orientation gradient features is used and the different features are extracted which are stored in matrix form and the output is 

generated using correlation filter 

 

II. LITERATURE REVIEW 

 

A.W.M.SMEULDERS  

   In realistic scenarios object tracking is a major problem which leads to most active area of research in computer vision. The more 

features such as clutter, occlusion, camera motion, low contrast specularities, illumination changes should be performed well by a 

good tracker. The proposed trackers performance has been calculated less than 10 videos. In this paper we evaluate trackers 

experimentally on 315 video fragments masking above features. 

 

 D.S.BOLME, J.R.BEVERIDGE, B.A.DRAPER and Y.M.LUI 

  Complex objects through rotations, occlusions and other distractions at over 20 times the rate of current state-of- the art techniques 

can be tracked by correlation filters which are not commonly used. The modern methods such as ASEF and UMACE perform 

better, whereas their training needs are poorly suited to tracking 

 

M.DANELLJAN, G.HAGER, F.S.KHAN, and M.FELSBERG 

  The most challenging problems in computer vision is accurate and robust visual tracking. Due to the lack of training data and 

robust approach for building a target appearance model. For addressing this particular problem we are mainly using 

discriminatively correlation filters(DCF).Specially regularized discriminative correlation filters(SRDCF) also can be proposed to 

track the address 
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                                                                            Table 1 

 

A Summary of Visual Tracking Techniques 

 
Serial No Methods Parameters Advantages Disadvantages 

1. PCA(Principle 

Component 

Analysis) 

Less error rate  Convey the 

maximum 

information in a 

certain number of 

bits 

1.Gray values 

have no physical 

meaning 

2.Cannot be 

used for 

classification 

2. SVM(Support 

Vector Machine) 

Recognition rate It is effective in high 

dimensional spaces 

SVM does not 

directly provide 

probability 

estimates, these 

are calculated 

using an 

expensive 

3. HOG(Histogram Of 

Orientation Gradient 

Features) 

Recognition time Part-based-Requires 

more complex 

reasoning 

Global 

approaches work 

well for small 

resolutions. 

4. SCM(Supply Chain 

Management) 

Less error rate 1.Reduces lead time  

2.Improved service 

levels 

It is relatively 

more expensive 

mode of 

transport 

 

III.  CONCLUSION 

 Existing methods having many disadvantages like poor visual tracking. So to overcome these issues we use correlation filter 

learning method. We use another method called content related spatial regularization is used to calculate weight maps of the 

particular objects. 
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