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ABSTRACT

Automatically generating the textual description for an image from an artificial system is known as image
captioning. It uses each tongue process and computer \isigat the captions. It is a challenging artificial
problem since it requires computer vision to understand the content of the image and a language model from
the field of natural language processtogurn the understandisgf the image into worddMany techniques
proposed to solve this problem. Current approaches or techniques mainly focus on generating captions that
are general about image contents.Describing images at a human level and applicable in real life
environments is a challenging issue. listpaper, we would implement a neural network based method for
image captioning and make it generate the captions for images at a human level by using image captioning,
well grounded by the elements of images.

Index Terms-- Convolutional Neural NetworkRecurrent Neural Network

1. INTRODUCTION

Given an image a quick glance is sufficient for a human to understand and describe what is happening in
that imageAutomatically generating thisatterdescription froma syntheticsystemis that thetask of image
captioning. The taslks simplethe generated outpig anticipatedo explainwhat'sshownwithin theimage

the objectgift, their properties, the actionselmg performedand therefore theteraction between the
objects, etc

As a problem that integrates vision and language understanding, its main challenges arise from the need of
translating between two different, but usually paired, modalities. It was shown that just a fraction of a second is
sufficient for a human to captutbe meaning of the scene in order to be able to describe it accurately. This
includes not only to discern most salient objects and their attributes but also reasoning about intricate relationships
and interactions between them. Even more so, people hbiegcran image usually rely on common sense
knowledge for adding context, or are capable of using imagination for making descriptions vivid and interesting.

But to duplicate this behaviour in a mamde system may be a vast task, like any other imagesgsoc
drawback and thus the employment of advanced and advanced techniques such as machine learning to solve
the task. It is a relatively new task to Eetcomputer use a humdike sentence to automatically describe an

image that iorwarded to it

As a dallenging and meaningful research field in artificial intelligence, image captioning is attracting more and
more attention and is becoming increasingly important. Since much of human communication depends on natural
languages, whether written or spokenaleling computers to describe the visual world will lead to a great number

of possible applications, such as producing natural human robot interactions, early childhood education,
information retrieval, and visually impaired assistance, and so on.

Although much of research has gone through in this field, the current approaches mainly focus on generating
captions that are gener al about i mage contents. However ,
can be applicable in relife environmems. Hence in this paper we mainly focus on generating an image caption at

a human level using one of the image captioning methods.

2. RELATED WORK

Recent analysis[2,3,4] has incontestable progressive image captioning results miss treat deep learning
tecmiqueThesewaysanalyze visualdata,acknowledgeand classify objects and actions, and
describeeachstill and video frames through caption&ll these works use a supervised leagnitheme
wherever pictures witlttorresponding captions area unit wontttain the network.Convolutional Neural
Networks (CNNs) area unit deployed for visual feature extraction and algorithmic neural network based
mostly architectures, either a simple recursive network or a {Stmyt Term Memory (LSTM) based
architectureare wat to learn the language mode land so generate descriptibhs Project work draws
inspiration from their work, adapts some of the concepts used in the works and builds upon those techniques
to help overcome their limitations in an attempt to improveuhs. This section briefly walks the readers
through the approaches employed in the aforementioned researches and describes the concepts adapted

The first work being delineate during this section is by Karpathy et al[3].The basic design for hissrabaetm
fig 2.1t uses a CNN that has been pretrained on ImageNet[5] antufied on data sets in ImageNet. In addition
straight forward perennial network (SRN) is employed to operate as a caption generator .During training the SRN
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is fed the image featardescriptor from the CNN in addition with the keyword START at the first time instance
followed by each word in the ground through image caption from the coaching knowledge at every instance along
with the hidden state from the previous time step.Afiacbing with enough examples. The SRN learns the
language semantics and predict the next word with good accuracy based on either the previous word or the image
features through the weight updates. During testing the image features descriptor extractad €N is used

as the first input to the SRN along with the keyword START. The first word of the image caption is excepted
supported the image feature descriptor. The next prediction is created is created supported the previous prediction
as input in cojuction with the previous hidden state.The process continues till the tip of sentence has been
encountered .figl demonstrates however the project design makes a prediction on take look at image that includes a
image of a person carrying a hat

“straw” “hat”" END
Yt

(W
Win, A "
/ = m }l[
Wha

£y

START “straw” “hat”

Fig 1. Architecture of image description model proposed by Karpathy et al. [3]

Before the coaching and testing, Karpathy preprocessed the words by mapping them into identical vector
areas because the image feature vectors extracted from the CNN such pheddot of a word vector with

its corresponding image vecwis maximized.This has been achieved through AN RCNN as planned by
Girshick et al in [6], that identifies the highest nineteen regions/objects in a picture and generates twenty
image featurevectorshy passing these nineteen regions together with the complete image through a CNN.A
SRN design, known as twway algorithmic Neural Network (BRNN) [7] is employed to map every word

into identical vector area because the image feature vector supportedntiestual info close the word in

each directions and also the feature vector of the

image - sentence score S
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“dog leaps to catch frisbee”
Fig 2. RCNN/BRNN based word and image feature vector embedding. [3]

It

This is illustrated in fig 3, whenever an image of a dog catching disk is passed to the RCNN. The example
has 3 regions of interest: dog ,disk and also the entire image. The word dog, catch and leaps correlate well
with the image feature vector of dog. nmazing the imagesentence scores, which is the dot product of

image feature vector and word vector. Similarly the image feature vector disk features high correlation with

the word disk. Higher scores are indicated with in the image with lighter shadasaghdarker shades

indicate lower image sentence scores .Because of this preprocessing step for word vectors and also the
cooling of all the | ayers in CNN that i s t-toend t he |
trainable .Also while mul-modal embedding is an important start as other researches show, learning it
offline through a separate model is probably unnecessary
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3. PROPOSED SYSTEM

The task of image captioning aims to develop visual systems that generate textual descriptionbjabtsut

in images.Given a picture, break it right down to extract the various objects, actions, and attributes, and at
last generate a present sentence (caption/description) for the image. A description must contain not only the
objects contained in an ige, but it also must express how these objects relate to each other as well as their
attributes and the activities they are involved in. The description must also be presented in a semantically
correct format in a natural language like English. Hence lse need a language model in addition to the
visual understandinghusthe matteoilsright down to2 things - image analysiso urgeoptions,soa
language moddio come upwith importantcaptions

Deep convolutional neural .
Image — — ——=  Image representation
- network

- |

Fig:3 architecture
3.Implementation details

In this paper two summarization algorithms are implemented which mainly focuses on research
papers of the given area. The two algorithms are, as follows

1 Convolution neural networks
1 Recurrent neural networks

3.1.Convolution neural networks

Convolutional NeuraNetworks (CNNSs) are a specific form of FNNs that explicitly assume the inputs to the
network be structured samples, such as audio signals or image pixels which can be filtezsed.
architectures usually specialize in solutions for pc vision applicatildkes,classification, localization and
segmentation of pictures and vide®® far it has been assumed that layers in FNN are-tdhnected, thus
making each input contribute to the output of all hidden layers.If a-idiynected FNN were to be used for
associate application that uses associate input from a VGA camera, whose customary resolution would be
640x480x3, then each hidden neusball have 921,600 weights for the connections between the input
andinitial hidden layer alonédn image of this dimesion would need the primary hidden layer to own
thousand=f neurons.The model would have a billion weight parameters just for the connections between
input and hidden layer. This is unacceptable both in terms of the computational power and memory
requirenents

3.1.1Convolution layer

To prevent the networks from having too many parameters, the-dohyected layers are replaced by
convolutional layers in a FNN, leading to CNN models. In convolutional layers (CONV), the hidden neurons
are replaced witltonvolutional filters.Instead ofresolutionfor somatic cellweights, we solve for a family

of filters, each filter having its own weight$he convolutional layers arrange the neurons in a 3D fashion
using the height, width and depth for the signal bepmgcessed. Fig 4shows a comparison of a fully
connected conventional FNN and a CNN. Each layer in the depth dimension, aka depth slice, of the CONV
layer is analogous to a filtered signal used for digital image processing, where each filtered signal came
from a learned filter, whose weights shall be leartftedughoutthe coachingmethod
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Fig 4. Comparison of FNN and CNN.
3.1.2Depth

The depth of the convolutional layer, determines the number of different neurons that process the same
receptive fieldswhich is called the depth column, with a different set of weigtlisr example,

in ancientgray scaldmageprocess, filteiccould also bef size5x5.1f the image were and color RGB image,

the filter would be extended to 5x5x3. The underlying idea is similar to connecting the same input node
being processed by multiple hidden nodes in traditional FNN architectures. The objective of having multiple
neurons processing the same receptive field is to identify and capture different features for the same input
region. Each filter applied to the input image (regardless of the depth), outputs a single output plane. The
number of filters, and thus the depthtbe convolutional layers are increased as the network moves from
input to output as the network switches from capturing simple features to more complex features within
images. The depth of the convolutional layer should not be confused with the depeh@RN which is the
number of hidden layers in a CNN.

3.1.3Stride

While the depth is determined by the number of input planes to a filter, the stride detéhmsiepvalueacross
anddowntheimageasthe convolutionis performed.The filter width, height, depth, and stride are used to construct
the 3D convolutional layer. A unit stride implies the need for introducing new depth columns for spatial regions of
the image that are a unit distance apart. The stride should be chosen carefull\stiglé®ovalueseadto a higher
numberof resolutionper eachfiltered image,with a high overlapin the receptivefields leadingto anincreased
redundancyin weights.Contrarily, higher stride values yield lower resolution filtered images, at the cbsin
increased risk in rapid loss of vital information due to many input parameters contributing to a relatively smaller
set ofparameters

3.1.40utput volume of CONV

The output volume of each CONV layer is the dimensions of the output of convoluliyea) is calculated

using (11), (12) . LetO"Qé&n Qg0 Qand0¢ § @ ¢ 6, ® ¢ obe the height, width and depth of input and
output of a given convolutional layer. In addition, let it be assumed that the hyperparameters receptive field,
depth, stride and zero padding size are give®byXXoi @, "Yand0 respectively.Then the output volume
parametersnay beobtained bythe subsequergquations

"0¢ 6=¢0"Q& "0t ¥z ) +1)/S
WéE OO QEDI @220 +1)/S
(oF- o),

The stride valuéYneeds to be picked such tHate,40¢ ¢ are integral values.
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3.1.5Parameter Sharing

In observe, thersquare measur@ awfullyfew applications thavaluepelvalues atotally
differentjcompletely different} locations ia picturewith different filter valuesThus, a parameter sharing
scheme would lead to a great improvementeirms of the computational power, training time and memory
requirements. Now that there is only one set of weights per filter for all the pixel values, the output of the
CONYV layer can be computed as a 3D convolution between the input and the filter suihghtsreally the
explanatiorfor naming thisspecificFNN architectures as Convolutional Neural Networks.

3.1.6Benefits

Based on what has been discussed so far the number of neurons in the convolutional layer®katidoe

WEé 0D0¢ oand each of these neurons H&% Qwi "@ 0O"Q& 1 weight parameters. Consideringet
previous VGA input image with dimensions 640x480x3 with a stride of 5, a receptive field of 5x5, a filter
size of 100, and a zero padding size of 0, the outplitrme becomes 127x95x100 and each of the neuron in
the CONV has 5*5*3+1,i.e. 76 weighfus the convolutional layer shall hammety one, 694,000 weight
parametershatis incrediblyhigh
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Fig 5. Output computation for CONV illustrated using a 5x5x3 input.

computation forO ¢ ofidters everyhavingOi Qwi "@ O"Q& oneweight parameters. This reduces, the
parameters of the illustrative model to 7600 fromety one,694,00€hatmay be
avastimprovement.Figeighteenshows output computation for a convolutional layer with inputs of size
5x5x3, recetive field of 3x3, zerosize ofone, depthwo and stridewo.

3.2.CNN Architecture

CNNs are made up of four kinds of layers. The madmstituent is the convolutional layer, CONV. The
focus in this section will shift to the other three layers that constitute the QXBlg.are RELU layers
(RELU), Pooling layers (POOL) arabsolutelyConnected layefFC).

3.2.1Pooling Layers

computingthe output volume for the CONV layer requires a careful choice of architectural specifications
such that the parameters of the output volume always yield integral outputs. Also, it is important to consider
the fact that the aforementioned equations aeslugcursively over multiple CONV layers where the output

of the first CONV layer becomes the input to the second and so on until the end. Instead of going through
the painstaking process of solving these equations, it is much simpler to fix the stiidmtbthe receptive

field to some constant for all the convolutional layers and adjust the padding size such that the input and
output always have the same spatial dimensionsising this  systemto changethe
planningmethodasagainst3] thatwill it thesophisticatecapproach-owever, now that more researchers

are preferring the simpler approach; it is essential to have a mechanism through which the spatial features
can be downsized when moving away from the input layer towards the output layefffdaisrely moving
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away from more number of simpler feature to less number of complex features. This can be achieved by
using pooling methods. The pooling layer reduces the spatial dimensions of the output volume and keeps the
number of weight parameters aheck. The pooling operation, works on each depth slice of the input and
down sampled.The pooling operation us&parameters receptive field and stride.

Let "Coj 0 03Oaiand Q 3 we 3 Q nbe the height, width and depth of input and output of a given pooling layer. In
addition, let it be assumed that the receptive field and stride arev: @nd "Yrespectively. Then the output
parameters of the POOL layer can be obtained by the folipeguations.

"O¢ H(OQ/OI M1)/S
= (OQRAGI F1)/S

Q1= Oap

Large receptive fields arasually not used as that may throw away loads of information .The reduction in
the number of parameters shouldnodt be at the cost
common pooling techniques are mentioned below.

3.2.2Max Pooling

The maxpooling technique replaces all the elements of the receptive field in the input with the maximum
element in the receptive field for the output. Then it moves with the specified stride to the next receptive
field in the input. The most common values are 3&8eptive fields with a stride of 2 and 2x2 receptive
fields with a stride of 2. The former is referred to as overlapping max pooling, while the latter goes-by non
overlapping max pooling. The latter is the most commonly employed pooling technique. Fig
7(a) providesvisual imagefor down samplinghrough poolingn conjunction withFig 7(b)which illustrates
nonoverlapping max pooling with an example

224%224x64 : 2
o 25112464 Single depth slice
pol | a2 [
{ I t t {  max pool with 2x2 filters [ T ]
586 ‘ 7 ‘ 8 and stride 2 | 6 ' 8
| 4 3 | 2 8D 314
1| 2 IS4
224 downsamphng’ L ] : '
12
224 Yy
b
(a) (b)
Fig 6. Downsampling the output size through pooling.
(a) Visualization of down sampling of an image using non-overlapping max pooling. (b) llustrative

example of non-overlapping max pooling.
3.2.3Average Pooling

The average pooling method replaces the receptive field with a single element whose value is equal to the
mean of all the elements in the receptive fi€lthistechniquehas been usewdaditionally howeverisn't
anylonger favoredecause ihas beerthrough empirical observatiancontestiblethatgooppooling
outperforms average poolinthis is most likely due tehe fact that max pooling retains the most prominent
information while averaging blurs out details during downsamplihd?oolingThe L2 pooling method
computeghe L2 normof all theelementsn thereceptivefield and replaces the receptive field withs value. The

L2 norm is just the square root of the sum of squares of all elements in the receptive field.
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3.2.4Average Pooling

The average pooling method replaces the receptive field with a single element whose value is equal to the
mean of all the lements in the receptive fiel@histechniquehas been usemaditionally howeverisn't
anylonger favoredecause ihas beerthrough empirical observationcontestiblethatgooppooling
outperforms average poolinthis is most likely due to the fathat max pooling retains the most prominent
information while averaging blurs out details during downsamplihd?oolingThe L2 pooling method
computeghe L2 normof all theelementsn thereceptivefield and replaces the receptive field with this valliee

L2 norm is just the square root of the sum of squares of all elements in the receptive field.

3.2.4Fully Connectedlayers

As previously talked about, fully connected (FC) layers are hidden layers where all thaddpstonnectand
contributeto all the output nodes.A fully connectedlayer can thus be represented as a special case of a
convolutional layer where the receptive field of the filters is equal to the spatial dimensions of the input, with a
padding size of zero and no stride, tppsducing an output volume of 1x1xK, where K is the number total number

of neuronsin the FC layer. This relation betweenthe two helpsin implementingboth FC and CONV layers the

same way folCNNs.Now that all the layers involved in a CNiXchitecture have been discussed, it is time to

RELU RELU RELU RELU RELU RELU
CONV[CONV CONV‘ CONVLCONV{

.

*

@lfplane
ship
horse

Fig 7: CNN architecture for a typical image classification problem.

Typically, the POOL layer is not used after each CONV and RELU layers.This ia result

of exploitationmultiple convolutions with smaller receptive fieddlea unitypically most popularover one
CONV layer witha biggerreceptive field. CONV layers with smaller receptive field teas
similar resultasexploitationone convolutional filter withgiantreceptive field, with the addedbenefit of
having a lowerangeof parameters overall. To demonstrate this they have replaced eorwolutional filter

with a 3x3 convolutional filter and used the 3x3 filter thrice.Performing a 3x3 convolution thrice
would cowl a similarspaceas a 7x7 filter would.However a 7x7 filter would have 49 parameters and all the
three 3x3 filters combinedwould have 27 parametersThus, smaller filters perfarnsimilarjob

with abundanfewer parameters.Furthermore using more number of CONV layers with smaller filters to do
the same job, will increase the depth of the CNN architecture, and will increagerthi@earity introduced

in the data leading to better classification results. Despite all these advantages, a CONV layer with large
receptive field can be used in the first layer, if the spatiabrbnates of input to the CNN is very high and
needs to b reduced in the output volume
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3.3Recurrent Neural Networks

Recurrent Neural Networks (RNNs) are ANNs wherein the neurons are allowed to form @giicattionsvith
themselvesandareallowedto connectwith otherneuronswithin the same layer. A baseline RNN is depicte&im
8. Two specific RNN architectures inclutiee SimpleRecursiveNetworks(SRNs)andLong ShortTermMemories
(LSTMs), each of which is described and analyzed irséwtions thafollow.

N ‘.‘\ le. '/,l
IR
N N/

INPUT

Fig 8. RNN displaying the characteristic cyclical connections.

3.3.1Simple RecurrentNetworks

A Simple Recurrent Network is a basic RNN with both cyclical and in layer connectionarchitectureof a SRN

canbe depictedas shownin the fig 9a andfig 9b. Both these figures represent the same architecture. While the
former depicts the conventional representatioth the recursiveconnectionthe latter givesan insight into the

working of an RNN by depicting what happens during each time step and how the previous output of the hidden
layer impacts the output of the current hidden output, along with the current input. As the output is depend on the
previous hidden state(s), tbeatput of the previous time step is impacting the cumeliput

gl o Yt Y Yis2 Y3
Output - Output :
i i i i in
layer o layer "o Ny Ny, 3
h Wy, h Wiy [h, Wy [, Wi, { h,
[ B . - K hes
Hidden > inpo Hidden ingo ingy ing, ings
layer Wiy layer Wi, Wi, Wy,
thL th‘x, Wi ‘Xm Wi ‘Xw W] Xus3
Input layer Input layer
(a) ®)

Fig 9. SRN architecture with one hidden layer.
(a) SRN architecture with all weight parameters, inputs and outputs labelled.

(b) Visualization of the impact of previous hidden states on current output using an unrolled SRN.
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4. RESULTS AND PERFORMANCE EVALUATION

A=
> 7

= o L N \. P 5 \
A person is walking along a A black and white dog carries A soccer player takes a
beach with a big dog a tennis ball in its mouth soccer ball in the grass

i v s | : ;
A man is doing a trick on a A surfer dives into the A black and white dog
snowboard ocean leaps to catch a Frisbee

Fig 10: results

5. CONCLUSION AND FUTURE WORK
Conclusion

Image captioning has become a most recent field of research since it includes the task of computer vision and also
natural language processing. It has been shown in this work wesuaeessfully used for generating the captions
of images by using neuraktwork methods. All the existing techniques reflect some issues. The proposed method

overcomes all those issues and can be used as best of all techniques
Future Scope

Automatic image captioning is a relatively new task, thanks to the effoade by researchers in this field, great
progress has been made. In our opinion there is still much room pyore the performance of image captioning.

due to the lack of paired imagentence training set, research on utilizing unsupervised daty, fedhn images

alone or text alone, to improve image captioning will be promising. Fourth, current approaches mainly focus on
generating captions that are general about image contents. However Research on solving image captioning
problems in various spetieases will also be interesting.

6. ACKNOWLEDGEMENT

The authors would like to thank the anonymous reviewers for their careful reading of this paper and for their
helpful comments

JETIRBF06044 | Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org | 228


http://www.jetir.org/

© 2019 JETIR April 2019, Volume 6, Issue 4 www.jetir.org (ISSN-2349-5162)

7. REFERENCES
[1] 0. Russakovskyet al., "Imagenetiarge scalevisual recognitionchallenge,"”
International Journal of Computer Visiomgpl. 115, pp. 21252, 2015
[2] J. Donahuget al, "Long-term recurrent convolutional networks for visual
recognition and descriptiondrXiv preprint arXiv:1411.4382014.
[3] A. Karpathy and L. Fekei, "Deep visuabemantic alignments for generating image

descriptions,'arXiv preprint arXiv:1412.23062014

[4] O. Vinyals, A. Toshev, S. Bengio, and D. Erhan, "Show and tell: A neural image
caption generator drXiv preprintarXiv:1411.45552014.

[5] J. Deng, W. Dong, R. Socher,-L Li, K. Li, andL. Fei-Fei, "Imagenet: A large
scale hierarchical image database,"Camputer Vision and Pattern Recognition,
2009. CVPR 2009. IEEE Conference 2009, pp. 24255

[6] R. Girshick, J. Donahue, T. Darrell, and J. Malik, "Rich feature hierarchies for
accurate object detection and semantic segmentationComputer Vision and
Pattern Recognition (CVPR), 2014 IEEE Conference26i4, pp580-587

[7] M. Schuster and K. K. Pala¥, "Bidirectional recurrent neural networksSignal
Processing, IEEE Transactions omgl. 45, pp. 26732681,1997.

[8] F.-F.Li and A. Karpathy. (2015, 29 Octonvolutional Neural Networks for Visual
Recognition

[9] D. H. Hubel and T. N. Wiesel, "Receptiveelfis and functional architecture of
monkey striate cortex,The Journal of physiologypl. 195, pp. 21843,1968.

[10] D. H. Hubel and T. N. Wiesel, "Receptive fields, binocular interaction and
functional architecture in the cat's visual cortekile Journalof physiology,vol.
160, p. 106, 1962.

JETIRBF06044 | Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org | 229


http://www.jetir.org/

