DEMAND FORECASTING IN SUPPLY CHAIN MANAGEMENT USING PREDICTIVE ANALYSIS
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ABSTRACT: Demand forecasting is basically the action of prediction or estimation of demand during a particular period of time. The aim of this process is to find the range of demand and to make preparation accordingly. As a result, the organization will be able to lay out their inventory levels. It also helps the organization in making decisions in pricing as well as the expansion process. The process aims to find the relationship between attributes. The algorithm used to find the results are Linear regression and K-Means.
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I. INTRODUCTION

Supply chain management (SCM) links a firm with its customers, suppliers and other members of the supply chain system, including transportation and warehousing companies.[5] Supply chain management (SCM) has been considered as the most popular operations strategy for improving organizational competitiveness in the twenty-first century.[1] Demand forecasting is basically the action of prediction or estimation of demand during a particular period of time. Presenting products with a shorter life cycle, intense competition among enterprises and the highest level of customer satisfaction, have forced organisations to invest more on their supply chain. The goal of supply chain management is for members in the organisations to work together and build a partnership with each other to increase the competitive advantage of the supply chain as a whole. [9] The process of finding the range with the help of given data. The basic aim of this process is to find the relationship of variables to find the demand. It can also be classified on the basis of time i.e.; the demand can keep changing and it can be classified on the basis of time. The process is to find the demand by comparing two related variables. The attribute selected are quantity of items sold during the given year and the estimated period of time for manufacturing the good. The comparison done during the usage of Linear Regression algorithm is to find the relationship between quantity sold and estimated time of manufacturing. The entire process is performed in the tool Python. Python is one of the tools that has a lot of algorithms to deal with. Linear regression and K-Means are 2 algorithms that are being used. Linear regression is to find the relationship between quantity sold and estimated time of manufacturing and K-Means is to cluster the same products having similar range of demand. The final results would help any organizations to make decisions in inventory planning, pricing of the product, expansion of business, etc.
II. REVIEW OF LITERATURE

Over the last decade, supply chain management (SCM) has been studied extensively, and its importance to practitioners and academics has received a high level of recognition. However, despite major investments in SCM and supply chain integration (SCI), recent surveys indicate that businesses are struggling to achieve competitive advantage due to SCI. While there is enormous information on SCM, little is known about the supply chain management integration (SCMI) problems and possible solutions that could be identified. [7]

Thus, the purpose of this paper is to examine the existing research in an effort to understand the concept of “supply chain management.” Various definitions of SCM and “supply chain” are reviewed, categorized, and synthesized. Definitions of supporting constructs of SCM and a framework are then offered to establish a consistent means to conceptualize SCM. [6]

Increasingly, supply chain management is being recognized as the management of key business processes across the network of organizations that comprise the supply chain. While many have recognized the benefits of a process approach to managing the business and the supply chain, most are vague about what processes are to be considered, what sub-processes and activities are contained in each process, and how the processes interact with each other and with the traditional functional silos. [4]

A management construct cannot be used effectively by practitioners and researchers if a common agreement on its definition is lacking. Such is the case with the term “supply chain management”—so many definitions are used that there is little consensus on what it means.[8]

An accurate analysis of the supply chain serves several purposes and is more a continuous task than one-time effort. In today’s fast changing business environment, although a supply chain partnership is intended for a longer duration, supply chains keep evolving and changing to accommodate best to the customers’ needs. In the beginning or when a specific supply chain is analysed for the first time in its entirety the result can be used as a starting point for improvement processes as well as a benchmark for further analyses. While the initial analysis itself often helps to identify potentials and opportunities it may well be used for target-setting.[3]

“Demand analysis” refers largely to the study of commodity demands by consumers, most usually based on aggregate data but occasionally, and more so recently, on cross-sections or even panels of households.[2]

III. METHODOLOGY

ALGORITHM 1: LINEAR REGRESSION

A linear regression is an algorithm, that is used to find the relationship of attributes, as the word linearity means. The relationship that is graphically represented. In Linear regression algorithm, by using the attributes: quantity sold and estimated time of manufacturing, the result is if the two variables represent the proportion of variance in the dependent variable. With the help of “R-squared value”. The graphs explain the relationship between these selected variables. The KDE graphs represent the distribution of a numeric variable.

ALGORITHM 2: K-MEANS

By using the k-means algorithm, with the attributes: quantity sold and estimated time of manufacturing, the result is 3 types of clusters based on the demand of the particular product. In the elbow graph, the number of clusters are found. The demand analysis graph shows the different clusters. Each cluster showing the different kind of demand of the particular products. Namely, high demand, moderate demand and low demand.
WORKFLOW:

The above diagram represents the workflow starting from the database to using the algorithms and showing the appropriate results. Hence, the concept of demand is being analyzed for future forecasting. The relationship as well as the clustering are being performed. The tool used is python in jupyter notebook. The algorithms used are Linear Regression and K-Means.
IV. RESULT

ALGORITHM 1:

The above KDE graph represents the quantity sold in the x-axis and estimated time of manufacturing in the y-axis. This is to visualizing the distribution of observations in a dataset.

The order quantity has been taken at y axis and it shows the increase and decrease in the attribute it helped to predict the upcoming years.
ALGORITHM 2:

The above elbow graph represents the no. of clusters that would be displayed. By using the attributes: quantity sold and estimated time of manufacture, there is a possibility of forming 3 clusters. The different clusters are found by the estimated time of manufacturing. Each of the clusters represent different period of time. The different cluster’s centroids are found in the graph by using the estimated time of manufacture.

This scatter graph represents the demand analysis by representing the quantity sold and estimated time of manufacturing. There are 3 different clusters represented according to the elbow graph.
FINDINGS

- The value of order quantity has been fluctuating, so in the future it might range from 2.5 to 3.5.
- As the elbow graph shows the number of clusters found. The future demand can be analysed by the clusters that are found from the K-Means algorithm.

V. CONCLUSION

This paper represents the patterns of the demand of the particular product, by estimating the demand using the Quantity of goods sold and estimated time of manufacturing. In the Linear Regression algorithm, the relationship of the above-mentioned attributes is being analyzed, and the result is if the two variables represent the proportion of variance in the dependent variable. With the help of “R-squared value”. The graphs explain the relationship between these selected variables. By using the k-means algorithm, the result is 3 types of clusters based on the demand of the particular product. Thus, this paper explains the demand patterns and it will help the organizations in decision making and other aspects like pricing and expansion of business, etc.

FURTHER WORK:

The further work can be of to find the exact values of the demand of the upcoming year. The result could show the exact range of demand. It lays a strong foundation for great predictions for business expansion and for preparing an organization’s long-term goals.

REFERENCES


