SCRUTINIZATION OF MOVIE SUCCESS USING MACHINE LEARNING TECHNIQUE
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ABSTRACT: The classical factors include producer, production house, director, cast, runtime of the movie, the genre, the script, time of release etc.,. All these factors play a very vital role in determining whether a film will be successful. Polynomial regression means plotting up a graph and it shows the relationship between dependent variable y and independent variables x. This project helps to analyse the success of the film using the machine learning algorithm. Data Science paves a way to extract useful information and to gain insight on it.
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I. INTRODUCTION

A film, also called a movie, motion picture or moving picture, is a work of visual art used to simulate experiences that communicate ideas, stories, perceptions, feelings, beauty, or atmosphere through the use of moving images. In 2010, Asur and Huberman worked on predicting outcomes based on social media content [2].

In the United States of America, 1000s of films are released every year. Since the 1920s, the American film industry has grossed more money every year than that of any other country [4]. The success prediction of a movie plays a vital role in movie industry because it involves huge investments. However, success cannot be predicted based on a particular attribute.

Number of movies are released every week. There is a large amount of data related to the movies is available over the internet, because of that much data available, it is an interesting data mining topic. In 2015, Lash and Zhao proposed a way to predict about movie investments [3]. The prediction of movies is complex problem. Every viewer, producer, director’s production houses all are curious about the movies that how it will perform in the theatre. Many work has been done relating to movies using social networking, blogs articles but much less has been explored by the data and attributes related to a movie which is continuous and in different dimensions. We have used IMDB for our experimentation. We created dataset and then transformed it and applied machine learning approaches to build efficient models that can predict the movies popularity [8].

The proposed research provides a quite efficient approach to predict IMDb score on IMDb Movie Dataset.

II. OBJECTIVE

To analyse the factors determining the success of the film using one of the machine learning techniques.

III. RELATED WORK

Predictive Analytics is a statistical method that utilizes algorithms and machine learning to identify trends in data and predict future behaviors [10].

With increasing pressure to show a return on investment (ROI) for implementing learning analytics, it is no longer enough for a business to simply show how learners performed or how they interacted with learning content. It is now desirable to go beyond descriptive analytics and gain insight into whether training initiatives are working and how they can be improved [6]. Predictive Analytics can take both past and current data and offer predictions of what could happen in the future. This identification of possible risks or opportunities enables businesses to take actionable intervention in order to improve future learning initiatives.
Dataset is mixed with both nominal and numeric attributes, but for a regression process, we need all attributes to be numerical.

IV. METHODOLOGY

POLYNOMIAL REGRESSION

Polynomial Regression is a regression algorithm that models the relationship between a dependent(y) and independent variable(x) as nth degree polynomial. The Polynomial Regression equation is given below:

\[ y = b_0 + b_1x_1 + b_2x_1^2 + b_3x_1^3 + \ldots + b_nx_1^n \]

There were various regression algorithms which are generalized linear models and support vector machines [9]. It is a linear model with some modification in order to increase the accuracy. The dataset used in Polynomial regression for training is of non-linear nature [7].

Import the important libraries and the dataset we are using to perform Polynomial Regression.

FLOWCHART OF THE PROCESS
V. RESULT

In the Fig 1, we proceed to examine the distributions of the values for two film statistics: Production budget and total number of user votes. X is determined as No of votes and Y as Budget. PolynomialFeatures generates a new matrix with all polynomial combinations of features with given degree as 10.

Fig 2

A scatter chart is a mathematical diagram using Cartesian coordinates to display values for typically two variables for a set of data. It suggests that the blue point as votes and red lines as accuracy found. As goal of plotting up of graph is to predict the success or failure of a movie by votings given by movie watchers. A statistical summary of the input variables is provided showing that values are numeric and range approximately on X axis from 0 to 2.0 and Y axis from 0-120.
VI. CONCLUSION AND FURTHER WORK

In this paper, Jupyter Notebook can illustrate the analysis process step by step by arranging the stuff like code, images, text, output etc. ...It helps a data scientist to document the thought process while developing the analysis process. One can also capture the result as the part of the notebook. One major feature of the Jupyter notebook is the ability to display plots that are the output of running code cells. However, there are other features that would be nice to have to better streamline your work and this is where the guys at Jupyter introduced Jupyter Lab. It’s a full featured IDE that has everything we ever wanted to be in Jupyter notebooks.
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