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Abstract: Flood is a veritably generally being disaster affecting a lot of people across the globe. Hence, flood tide threat assessment 

becomes a serious concern, which can reduce the damage or affects caused by the cataracts. This evaluation can assist with 

anticipating flood conditions, producing early warning systems, managing catastrophic events, offering prompt assistance, and 

carrying out rescue operations in inundated areas. In this project, we explore the use of deep learning models for predicting the 

severity level of a flooding event captured in images by the habitats in a flooded region. The proposed model takes the images of a 

flooding event as input and determines its severity level. The proposed model is then evaluated on the dataset and compared with a 

baseline convolutional neural network (CNN) based model. Simulation results reveal that the proposed model outperforms the 

baseline model in terms of accuracy for classification of images of flooding events into severity levels. 

 

Index Terms - CNN, Training Dataset, Pre-processing, Image processing. 

I. INTRODUCTION 

Natural disasters are inevitable, in a sense that we have very low and no control over their occurrences, and the outcome they cause 

in the life of mankind. Very often they cause a lot of damage, which affects the life on the earth by causing material damage as well 

as the loss of lives. Over the years a lot of practices have been researched and applied to predict their occurrences well before time 

to handle such a situation. The motive behind every such practice is same — to reduce the loss or damage they cause as much as 

possible. Information and communication technology (ICT) plays a significant role in reducing the impact of natural disaster in 

human life. With the advent of various techniques in artificial intelligence and their effectiveness in performing the various tasks 

related to data mining, data classification, prediction, etc., it is desirable to explore the applicability of such techniques in the domain 

of disaster management.  

A lot of research and development work have been reported in the field of flood risk management ranging from hydrological 

modelling to the use of data-driven approaches to build-up the early warning systems (i.e., the flood forecast systems), which can 

reduce the disastrous effect caused by the flood. In this paper, we delve into the field of flood risk management by exploring the 

possibility of flood severity detection from the flood videos captured at the place of such an incident. Deep learning models have 

been effectively applied in video processing tasks such as video classification, video summarization, etc. We study the applicability 

of deep learning models to the flood videos for predicting the severity level of the flood scene present in the video. In a real-life 

scenario, the videos may be captured by some CCTV camera or by some person present at the scene who uploads it to some social 

network to seek help from the nearby locations or to inform the authorities concerned. In such a situation, the proposed approach may 

be quite useful to provide immediate help during the disaster or to conduct rescue operation at the place of incident. Deep learning 

models are used with the flood video to learn some intermediate representation and then predict the severity level of the flood captured 

in the video. depicts the high-level description of the proposed work presented in this project. 

1.1 Data and Sources of Data 
Satellite imaging, meteorological information, hydrological information, and past flood records are often used sources of data for 

flood detection. Sources include weather stations, river gauges, national agency databases, and remote sensing platforms such as 

those operated by NASA's MODIS and ESA's Sentinel satellites. For efficient catastrophe management, these varied datasets allow 

for the precise and timely prediction of flood disasters. 

1.2 Literature Survey 

1) Optimized Deep Learning Model for Flood Detection Using Satellite Images (2023)  

          Preprocess input satellite images using median filtering. - Segment pre-processed images using a cubic chaotic map weighted 

based k-means clustering algorithm. - Extract features (e.g., DVI, NDVI, MTVI, GVI, SAVI) from segmented images. - Introduce 

a combined Harris hawks shuffled shepherd optimization (CHHSSO)-based training algorithm. 

2) Flood Extent Mapping: An Integrated Method Using Deep Learning and Region Growing Using UAV Optical Data (2022) 

         The three stages of the research technique are designed to extract and identify the extent of floods in both vegetated and open 

regions. Using a deep neural network (FCN-8s) technique, stage 1 extracts flood extents from high-resolution photos. The training 

dataset is expanded and the classification outcomes are enhanced by the use of a data augmentation technique.  Stage 2 uses a region 

growth approach (RG) to determine the extent of the flood utilising water level information at one or more places in the area and 

DEM/topography data (flood map 2). In stage 3, when the flooded areas behind canopies are not apparent on the photos, the FCN-
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based flood extent is improved and changed using flood map 2. The predictive methodology, influenced by Myers et al. and Muriithi, 

utilizes statistical and mathematical tools are integral in the improvement of both new and existing products. NN has been used in 

SF for different purposes including soil or atmospheric parameter forecasting optimal Environmental Conditions prediction and 

artificial neural networks (ANN) based controller to optimize irrigation. The desire of achieving tasks is to produce accurate results 

using NN, while minimizing the training time made the literature use tailored architectures. 

 

II RESEARCH METHODOLOGY 
The plan and procedure used to perform the study are described in the methodology section. This comprises the study's universe, 

sample, data, and data sources, as well as the variables and analytical methodology. The details are as follows; 

2.1 Data Acquisition: The datasets used in our analysis was obtained from the database of the Climate Agency. Such databases are 

obtained from various locations across the country. Every sample comprises of 12 characteristics deemed to be important attributes 

for forecasting intensity. The key reason for selecting the intensity attribute instead of the other attributes is that the severity attribute 

is perceived to be of great significance to the flood control center. 

2.2 Data Pre-processing: It is a methodology in data mining that is used to convert the raw information into a meaningful and 

efficient format. Many unrelated and missing parts may be present in the results. Data drawing is performed to attack the portion. 

This includes managing details which are incomplete, noisy information etc. The steps involved in this process are: 

Data sanctifying: This condition happens when some data is missing in the datasets.  

Data transformation: It is a data mining process used to transform the data into suitable forms. It is usually done in order to convert 

the data into required format and then carry on the further processes of analyzing. 

2.3 Data Modelling 
After pre-processing, data will be sent to data modelling module, where testing and training of the data is carried on. in this step, is 

modelled using several algorithms. Data models are built using algorithms and then test models using testing data and then select 

the best model with the help of accuracy. 

2.4 System Architecture 
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                                                                                                                                                                propagation 
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                                                                                                                                                       Pre-processing 

 

                    

                                                                                  Reduce the dimension of matrix 

 

 

 

                                                                    

                                                                                   Padding 0 across the matrix 

 

 

 

           If any error occurred                                                                                                         classification 

                                                          

                                                                            

                                                                            Output 

                                                                   Fig 2.1: System Architecture 

Convolutional neural network (CNN) algorithm: In CNN algorithm, input image is undergoing 3 steps:  

Preprocessing, Segmentation and Classification. In preprocessing shrinking of image is done. In segmentation, it checks image 
found or not and in classification, it predicts the output.  

There are 5 layers to satisfy these above steps - Convolution layer, Relu layer, Pooling layer, Padding layer, Fully connected layer 

 

 

Convolution layer: 

• Convolution is the first subcaste to prize features from an input image. 

• Convolution preserves the relationship between pixels by learning image features using small places of input data. 

• It's a fine operation that takes two inputs similar as image matrix and a sludge or kernel. 

 

Relu layer: 

• Relu stands for remedied Linear Unit for anon-linear operation. 

• The output is ƒ(x) = max(0,x). 

• It assigns the zero to negative value and positive value remains the same.              

                        Negative numbers replaced with 0 

Convolution Layer 

Relu Layer 

Fully Connected layer 

Padding Layer 

Pooling Layer 
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Pooling layer: 

Pooling layers section would reduce the number of parameters when the images are too large. Spatial pooling also called 
subsampling or down slice which reduces the dimensionality of each chart but retains important information.  

 

Padding layer:  

occasionally sludge doesn't fit impeccably fit the input image. Pad the picture with bottoms (zero- padding) so that it fits 

In this subcaste information doesn't lose. 

 

Fully connected layer: 

The subcaste we call as FC subcaste, we smoothed our matrix into vector and feed it into a completely connected subcaste like a 

neural network. 

 

III ANALYSIS AND PREDICTION 

      

Applying CNNs to HSI Bracket. The hierarchical armature of CNNs is gradationally proved to be the most effective and successful 

way to learn visual representations. The abecedarian challenge in similar visual tasks is to model the intra class appearance and 

shape variation of objects. The hyperspectral data with hundreds of spectral channels can be illustrated as 2D angles( 1D array).  

We can see that the wind of each class has its own visual shape, which is different from other classes, although it's fairly delicate 

to distinguish some classes with mortal eye(e.g., clay and tone- blocking bricks). We know that CNNs can achieve competitive and 

indeed better performance than mortal being in some visual problems, and its capability inspires us to study the possibility of 

applying CNNs for HIS bracket using the spectral autographs. 

 

 
Fig 3.1: Data Flow Model  

 

A solid system for flood prediction and analysis includes multiple steps. Gathering information from a variety of sources, including 

satellite imagery, weather forecasts, river gauge measurements, and past flood records, is the first step in the data collection process. 

After that, the data must be cleaned and improved using preprocessing procedures including feature extraction and normalisation. 

Next, relevant variables such as precipitation amounts, terrain height, vegetation cover, and river discharge rates are identified using 

feature engineering. The choice of model is important, and convolutional neural networks (CNNs) and recurrent neural networks 

(RNNs) are two popular and efficient possibilities. In order to identify patterns and relationships between input features and flood 

occurrences, these models are trained using historical data. By using measures like accuracy, precision, recall, and F1 score, 

validation verifies the model's correctness. In the prediction phase, the model leverages current data such as rainfall forecasts and 

soil moisture levels to provide real-time flood predictions. Evaluation of prediction accuracy and performance is vital, guiding 

continuous model refinement and deployment into monitoring systems for early warnings and informed decision-making in flood 

preparedness and response efforts. 

 

IV. IMPLEMENTATION 

The act of carrying out, carrying out, or practicing a plan, a method, or any other design, idea, model, specification, standard, or 

policy for carrying out an action is known as implementation. Therefore, for anything to truly occur, the action that comes after 

any initial thought is called implementation. Users can take control of an implementation's operation for testing and usage. It 

entails preparing for a seamless changeover and teaching users how to operate the system. 

 

For a thorough flood prediction, multi-modal data sources such as weather information, topography elevation maps, satellite 

images, and past flood records are integrated using remote sensing technologies to collect data in real-time on vegetation cover, 

water levels, and surface conditions. 
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Using transfer learning approaches, large-scale picture datasets are used to extract features and classify images for flood 

prediction tasks by utilizing pre-trained CNN models.  

Using edge computing and Internet of Things (IoT) devices to gather, interpret, and communicate data on the spot to facilitate 

quick response times and decision-making in the event of flooding 

 

Preprocessing: Preprocessing in the context of flood prediction is getting the raw picture data ready for a CNN model to analyze. 

To improve the quality of input photos, preprocessing methods such image normalization, denoising, and scaling are used.  

 

Preprocessing for flood prediction may involve extracting pertinent elements, such water levels, precipitation patterns, and 

topographical details, from satellite or sensor data.  

Furthermore, data augmentation techniques may be used during preprocessing to broaden the training dataset's diversity, which 

enhances the CNN model's capacity for generalization. 

 

Segmentation: The process of segmenting input photos to discover areas of interest that may indicate future flooding is known as 

segmentation, and it is used in flood prediction.  

To divide the picture into sections that represent relevant elements like land, water, and infrastructure, segmentation techniques 

like semantic segmentation or instance segmentation may be used.  

Using satellite or aerial photography, advanced segmentation algorithms may precisely identify areas that are prone to flooding by 

utilising deep learning models like U-Net or Mask R-CNN.  

In order to enable prompt response and disaster management, real-time monitoring systems can use segmented regions to watch 

changes in water levels and indicate areas at risk of flooding.  

 

Classification: To forecast the chance of flooding, the segmented areas or characteristics taken from the input photos are examined 

in the classification step.  

CNN models are trained to distinguish between flooded and non-flooded image patches or pixels by looking at their properties and 

surrounding data.  

Incorporating temporal data from past flood events into classification models can enhance their precision and resilience in 

forecasting future floods.  

Flood forecasts can be made more reliable by using ensemble techniques, which include merging numerous CNN models or 

incorporating information from other sources, such as hydrological and meteorological data. 

 

Extraction: In the environment of flood tide vaticination, the birth process follows bracket to distil practicable perceptivity from 

data. It encompasses colourful specific tasks, including threat assessment, early warning system deployment, resource allocat ion 

optimization, community engagement, policy expression, and post-event outgrowth analysis. using classified data, stakeholders can 

make informed opinions, apply targeted interventions, and foster flexible communities able of mollifying flooding impacts 

effectively. birth involves employing advanced logical ways similar as data mining, pattern recognition, and prophetic modelling 

to prize applicable information from large datasets. This process requires interdisciplinary collaboration among sphere experts, data 

scientists, policymakers, and community leaders to insure the delicacy, trust ability, and applicability of uprooted perceptivity. 

Eventually, the birth process plays a pivotal part in transubstantiating raw data into practicable intelligence, thereby enhancing flood 

tide preparedness, response, and recovery sweats on both original and global scales.    

 
Fig:4.1 System Design 

  

V. RESULTS AND DISCUSSION 

In this paper, assessing the level of damage rapidly is made possible by satellite data. Monitoring and seeing any changes or gaining 

insight into new issues that could become crucial in the middle of things can also be beneficial. For this reason, satellite-based tools 

are used by first responders and disaster relief organisations to assess ground conditions. Indicating how an excess rainfall event 

will impact river flow, as well as whether there is a potential for flooding downstream away from the heavy rain event, is a crucial 

step that satellite-based tools can provide. Whenever there is a lot of rain, flooding occurs. One effective method for mapping 
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flooded areas is satellite remote sensing.Satellite remote sensing plays a very crucial function in maritime surveillance and is an 

efficient and economical technology to assess a variety of physical and biological parameters in aquatic ecosystems over small-

scaled and vast areas. Its capacity to give a thorough perspective of the region is crucial for ongoing evaluations and tracking the 

degree of damage. 

 

                                  
Fig 5.1: Predictive Analysis of Flood-Prone Areas Using Satellite Imagery: Assessing Vulnerability and Risk 

 

                                           
Fig 5.2: Satellite images taken into consideration for flood prediction 
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