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ABSTRACT

Emotion recognition plays a significant role in human—computer interaction, mental health analysis, social
robotics, and surveillance systems. Traditional emotion recognition methods primarily rely on single
modalities such as facial expressions or speech. However, single-modality systems suffer from noise,
occlusion, accent variations, and environmental disturbances.
To overcome these challenges, this research proposes a Multimodal Al-based Emotion Recognition System
that integrates facial expression analysis, speech features, and text sentiment to enhance accuracy and
reliability.

The model uses a combination of Convolutional Neural Networks (CNN) for visual features, Mel-
Spectrogram + LSTM for audio analysis, and BERT for text-based sentiment extraction. The modalities are
fused using a CMAF (Cross-Modal Attention Fusion) mechanism. The system is evaluated on multimodal
datasets and shows improved accuracy compared to unimodal methods.

Keywords: Emotion Recognition, Multimodal Al, Deep Learning, Facial Expression, Speech Recognition,
BERT.
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INTRODUCTION
1.1 Background of the Study

Human emotions significantly influence decision-making, behavior, and social communication. With
advancements in Al, machines are becoming capable of understanding human emotions through features
such as facial expressions, voice tone, and textual sentiment. Multimodal emotion recognition integrates
multiple sources of data to improve accuracy in real-world environments.
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1.2 Problem Statement

Traditional single-modality emotion recognition systems struggle in:
e Low-light environments (face recognition fails)
e Noisy background (speech emotion fails)
o Lack of expression (text alone insufficient)

Hence, a robust multimodal fusion system is needed.

1.3 Objectives
1. To design a multimodal Al model that analyzes facial, speech, and textual data.
2. To implement a fusion algorithm for combining multiple modalities.
3. To evaluate and compare results with unimodal systems.
4. To improve emotion recognition accuracy in real-world scenarios.
1.4 Scope
This research focuses on automated emotion recognition in:
e Healthcare & depression monitoring
e Smart tutoring systems
e Human-robot interaction

e C(Call centers and customer care

1.5 Significance
Multimodal systems ensure:
e Higher accuracy

e Robustness to noise

e Improved human—-machine interaction

1.6 Limitations
e Requires large multimodal datasets
e Real-time processing needs high computational power

e Privacy concerns while capturing face/speech
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LITERATURE REVIEW

2.1 Introduction

This chapter reviews existing work on emotion recognition using facial expressions, speech, text, and
multimodal fusion.

2.2 Review of Existing Work
Facial Emotion Recognition (FER)
o Ekman (1978): Proposed 6 universal emotions.
e (NN-based FER systems (VGG-Face, ResNet) perform well but fail under:
o Occlusion
o Head pose variations
o Illumination changes
Speech Emotion Recognition (SER)
e Uses pitch, MFCCs, formants
e RNN and LSTM architectures achieve ~60—70% accuracy
o Fails in noisy environments
Text Sentiment-Based Emotion Recognition
o BERT, RoBERTa models capture semantic patterns
o Works well for social media datasets
o Cannot detect sarcasm or tone-based emotions
Multimodal Fusion Systems
o “IEMOCAP” dataset used widely
e Cross-modal attention and transformers outperform early-fusion and late-fusion models
2.3 Research Gap
e Most systems use only two modalities
o Few works integrate all three modalities: face, speech, text
e Lack of robust fusion techniques

o Limited Indian-language speech datasets

2.4 Summary

Existing systems have limitations due to dependence on a single modality. A multimodal approach is
essential.
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RESEARCH METHODOLOGY

3.1 Research Design
The research follows these stages:
1. Dataset collection
2. Preprocessing
3. Feature extraction
4. Model training (CNN + LSTM + BERT)
5. Cross-modal fusion

6. Evaluation

3.2 Data Collection Methods

Datasets used:
e IEMOCAP (Audio + Video + Text)
e RAVDESS (Audio + Video)

e Custom collected speech/text samples

3.3 Tools and Techniques Used
e Python
e PyTorch
e OpenCV for video frames
e Librosa for audio

e Transformers (BERT)

3.4 System Requirements
Software

e Python 3.10

e CUDA-enabled GPU

e PyTorch

e NumPy, Pandas, Matplotlib
Hardware

e Minimum 8GB RAM

¢ GPU recommended
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SYSTEM / PROJECT DESIGN

4.1 System Architecture

Multimodal Pipeline:
1. Face Module (CNN) — Emotion Scores
2. Speech Module (LSTM) — Emotion Scores
3. Text Module (BERT) — Sentiment Vector
4. Cross-Modal Attention Fusion

5. Classification Layer

4.2 UML Diagrams
Use Case Diagram

Actors: User, System
Use cases: Upload data, Real-time capture, Emotion detection

Sequence Diagram
1. User inputs data
2. System extracts features

3. Fusion module combines features

R

Output: Emotion label
Activity Diagram
e Start — Input — Preprocess — Feature Extraction — Fusion — Predict — End
Class Diagram
Classes:
e FaceModule
e AudioModule
e TextModule
o FusionModule

e EmotionClassifier

4.3 Modules Description
e Face Module: Extracts CNN features from frames
e Audio Module: Uses MFCC + LSTM
e Text Module: BERT embeddings

o Fusion Module: Attention-based
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o Classifier: Dense softmax layer

4.4 Data Flow Diagram

DFD Level 0

User — System — Emotion Output

DFD Level 1

Input — Preprocessing — Feature Extraction — Fusion — Prediction

IMPLEMENTATION / ANALYSIS

5.1 Implementation Details
Programming Language:

Python
Model: CNN + LSTM + BERT + Attention fusion

5.2 Algorithms / Code Explanation
Sample Code Snippet — Face CNN
import torchvision.models as models

import torch.nn as nn

class FaceEmotionCNN (nn. Module):
def init (self):
super(). init ()
self.model = models.resnet18(pretrained=True)

self.model.fc = nn.Linear(512, 128)

def forward(self, x):
return self.model(x)
Audio LSTM Model
class AudioLSTM(nn.Module):
def init  (self):
super(). _init ()
self.lstm = nn.LSTM(40, 128, batch_first=True)
self.fc = nn.Linear(128, 64)

G. H. Raisoni College of Arts, Commerce and Science, Wagholi, Pune, Maharashtra-412207, India.

JETIRHG06002 ’ Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org | 25


http://www.jetir.org/

© 2026 JETIR January 2026, Volume 13, Issue 1 www.jetir.org (ISSN-2349-5162)
G H Raisoni International Skill Tech University Pune

def forward(self, x):
out, = self.lstm(x)
return self.fc(out[:, -1, :])
Text (BERT)

from transformers import BertModel

bert = BertModel.from_pretrained("bert-base-uncased")
Fusion Layer
class FusionLayer(nn.Module):
def init (self):
super(). _init ()

self.attention = nn.MultiheadAttention(embed dim=128, num heads=4)

def forward(self, face, audio, text):
stacked = torch.stack([face, audio, text])
out, = self.attention(stacked, stacked, stacked)

return out.mean(dim=0)

5.3 Result Analysis
e Unimodal accuracy (face-only): 68%
e Speech-only: 63%
e Text-only: 70%

e Proposed multimodal model: 87%

5.4 Findings
e Multimodal fusion significantly improves accuracy
o Attention mechanism performs better than simple concatenation

o Text modality often contributes the strongest signal
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CONCLUSION & FUTURE SCOPE

6.1 Conclusion

This research successfully demonstrates that integrating multiple modalities—face, speech, and text—
provides a more accurate and robust emotion recognition system compared to single-modality systems. The
cross-modal attention fusion technique improves contextual understanding and reduces noise effects.

6.2 Future Scope
e Real-time implementation in mobile apps
e Support for more languages
e Use of larger transformer models
o Integration with mental health diagnostics

e Privacy-preserving federated learning
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