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Abstract 

 The rapid proliferation of misinformation and disinformation on digital platforms has emerged as a critical 

challenge, influencing public health, financial decision-making, political stability, and social cohesion. This 

research synthesizes findings from 20 empirical, conceptual, and systematic studies (2020–2025) to examine 

the scope, mechanisms, and impacts of misinformation, with a focus on digital youth, social media, and AI-

generated content. Methods across the studies include systematic reviews, large-scale empirical analyses, 

randomized experiments, network analyses, and conceptual legal analyses, encompassing over 150 studies, 

surveys, and field experiments. Key findings indicate that misinformation spreads faster than factual content, 

often leveraging echo chambers and cognitive biases, leading to diminished trust, polarization, misperceptions, 

and harmful behaviors. AI-generated misinformation, while more viral, tends to be less believable, whereas 

Prebunking, inoculation strategies, gamified learning, and media literacy interventions effectively reduce 

susceptibility and improve discernment. Cross-national evidence suggests that exposure to disinformation can 

influence financial and health-related decision-making. The research recommends multi-level interventions 

including preemptive inoculation campaigns, media literacy education, algorithmic and platform design nudges, 

fact-checking mechanisms, and transnational legal cooperation to curb the societal and individual harms of 

misinformation. These findings underscore the urgency of coordinated strategies combining behavioral, 

technological, and policy approaches to enhance information integrity and resilience in the digital era. 

Keywords: Misinformation; Disinformation; Social media; Prebunking; Digital youth; AI-generated content; 

Media literacy; Public health; Echo chambers; Financial decision-making 

  Introduction 

Context: 

The digital age has fundamentally transformed how individuals access, consume, and disseminate information. 
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Social media platforms, messaging applications, and algorithmically curated feeds have expanded reach while 

simultaneously reducing friction for spreading content—both accurate and false. Misinformation (false or 

misleading information shared without intent to harm) and disinformation (intentionally deceptive content) 

have emerged as persistent threats across public health, politics, national security, and financial systems. The 

studies reviewed in this paper collectively illustrate that false information can alter beliefs, influence behavior, 

and erode institutional trust at scale. 

Importance:  

Understanding misinformation is essential because its consequences are cross-cutting and       immediate. 

Health-related misinformation can reduce vaccination uptake, impede outbreak control, and misallocate 

medical resources. Political misinformation undermines democratic processes and fuels polarization, while 

economic conspiracy theories can distort investment decisions and market behavior. Moreover, the rapid 

evolution of content-generation technologies—particularly AI-driven synthetic media and deepfakes—poses 

new challenges for detection and governance. Given the high stakes, interdisciplinary inquiry that synthesizes 

empirical findings, psychological theory, technological developments, and policy responses is critical to 

developing effective countermeasures. 

ResearchGap: 

Despite substantial progress in documenting the causes and consequences of misinformation, several important 

gaps remain. First, research remains fragmented across thematic silos (health, security, economics), limiting our 

ability to generalize interventions across contexts. Second, empirical evidence on the long-term durability and 

cross-cultural effectiveness of interventions such as prebunking, digital literacy training, and platform nudges is 

limited, with a predominance of studies conducted in Western settings. Third, the rise of AI-generated 

misinformation and multimodal deepfakes creates a rapidly shifting threat landscape that outpaces current 

detection and mitigation capabilities. Finally, legal and institutional mechanisms for transnational cooperation 

on disinformation remain underdeveloped, leaving vulnerabilities in the international system. 

Objectives: 

Drawing on the twenty reviewed studies, this research has five principal objectives: 

1. Synthesize interdisciplinary insights to map the multi-dimensional impacts of misinformation and 

disinformation across health, political, economic, and security domains. 

2. Examine the psychological, social, and technological drivers that shape the spread and                  acceptance 

of false information. 

3. Evaluate the evidence base for interventions—prebunking, debunking, accuracy nudges, gamified 

inoculation, and media literacy modules—and assess their comparative effectiveness and limitations. 

4. Identify gaps in existing governance and legal frameworks, especially in addressing cross-border 

disinformation and AI-generated synthetic content. 

5. Propose integrated, evidence-based strategies for resilience-building at the individual, platform, and policy 

levels. 

Hypotheses: 

Based on the cumulative findings across reviewed literature, the following hypotheses guide this investigation: 

H1: Misinformation diffuses more rapidly and extensively on social media than factual        information, 

propelled by algorithmic amplification, entertainment-oriented content, and echo-chamber dynamics. 
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H2: Psychological factors—such as confirmation bias, motivated reasoning, identity-protective cognition, and 

emotional salience—are primary determinants of susceptibility to misinformation, reducing the efficacy of fact-

checking alone. 

 

H3: Proactive interventions (prebunking, inoculation, and digital literacy training) confer greater and more 

durable protection against misinformation than reactive fact-checking and debunking strategies. 

 

H4: AI-generated misinformation and deepfakes, while sometimes less immediately credible, achieve higher 

virality and engagement due to novelty and entertainment value, complicating traditional detection heuristics.  

 

H5: Jurisdictions that implement coordinated digital literacy initiatives alongside    regulatory and platform-

level safeguards will demonstrate higher resilience against disinformation threats than those that rely solely on 

voluntary platform measures or ad-hoc policies. 

Scope and Structure of the Paper: 

This paper synthesizes empirical and theoretical contributions from recent literature to build a comprehensive 

understanding of misinformation dynamics. The review begins by defining core concepts and distinguishing 

misinformation from disinformation, drawing on conceptual and legal analyses. It proceeds to analyze drivers 

of spread—platform architectures, psychological mechanisms, and social network structures—before 

evaluating intervention strategies tested in experimental and field settings. Case studies from health crises 

(including COVID-19), political disinformation campaigns, and economic conspiracy phenomena provide 

applied context for the theoretical claims. The paper concludes by outlining policy recommendations and 

research priorities, emphasizing cross-cultural validation of interventions, the need for scalable detection methods for 

AI-generated content, and strengthened transnational cooperation. 

Significance for Policy and Practice: 

The findings summarized here have direct implications for policymakers, platform designers, educators, and 

civil society. Evidence suggests that timely, theory-driven interventions (such as accuracy nudges and 

prebunking) can reduce the spread and belief of false content without infringing on free expression. However, 

durable resilience will require a layered approach that integrates user-centered education, platform algorithmic 

transparency, and cooperative regulatory frameworks that respect human rights while curbing malign influence. 

Strengthening public–private partnerships and investing in media literacy at scale are practical steps toward 

reducing the societal harms of misinformation.  

Conclusion: 

The reviewed literature paints a complex picture: misinformation is a fast-moving, multi-faceted problem 

shaped by technological affordances, human psychology, and sociopolitical contexts. While promising 

interventions exist, their scalability, long-term effectiveness, and adaptability to emerging AI-driven threats 

remain open questions. By synthesizing cross-disciplinary evidence, this paper seeks to inform both scholarly 

debate and pragmatic policymaking aimed at fostering a more resilient information environment. 
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  Literature review 

1. Scope & dataset 

The collection contains ~20 studies (2020–2025) covering multiple aspects of misinformation and 

disinformation: spread and impact on youth, health misinformation (COVID-19 and beyond), AI-generated 

misinformation and Deep fake, legal/international responses, psychological drivers, platform/echo-chamber 

dynamics, and interventions (prebunking, accuracy nudges, media literacy). The studies include 

conceptual/legal analyses, systematic reviews/meta-analyses, large-scale empirical analyses, randomized 

experiments, surveys, and mixed-methods work.  

2. Major thematic clusters  

 Spread, reach and consequences 

Several papers document how misinformation spreads faster and farther than corrections, and the social harms 

that follow (erosion of trust, polarization, public-health harms, misallocation of resources, reduced preventive 

behavior). These findings come from cross-sectional analyses, systematic reviews, and large-scale empirical 

studies. Representative entries: studies on infodemics, spread speed, and social/health impacts.  

 Health misinformation & infodemics 

Multiple systematic reviews and realist reviews focus on health misinformation (COVID-19 in particular), 

linking misinformation to vaccine hesitancy, poor outbreak control, and decreased adherence to preventive 

behaviors. Reviews also evaluate anti-misinformation interventions in health contexts.  

 Psychology of belief and correction 

Papers synthesize cognitive, social, and motivational drivers of why people believe and resist corrections; they 

evaluate debunking, prebunking/inoculation, and accuracy nudges. Experimental and narrative reviews show 

interventions can work but effects vary by design and audience.  

 Interventions: prebunking, nudges, gamification, literacy 

Strong emphasis on prebunking/inoculation (games, short videos) and “accuracy nudges” as promising, scalable 

interventions. Evidence includes randomized experiments, field trials on platforms, and gamified inoculation 

studies. Fact-checking alone is shown to be limited without complementary approaches.  

 AI, Deepfake and detection 

Recent work (2024–2025) examines AI-generated misinformation and Deepfake — both the new threats 

(increased virility, realism) and technical detection methods. Meta-analyses show humans often perform near 

chance in deep fake detection; technical methods face generalization and dataset bias issues.  

 Platform dynamics: echo chambers & network effects 

http://www.jetir.org/
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Empirical network studies illustrate how platform structure and echo chambers amplify misinformation and 

hate content. Several papers combine diffusion analysis with policy or design implications.  

 Legal, security, and international responses 

Legal and international-law analyses argue that disinformation threatens state resilience and global security; 

current legal frameworks are limited and require transnational cooperation.  

 Domain-specific disinformation 

There are domain-specific investigations (e.g., economic conspiracy theories influencing financial decision-

making in Indonesia), showing misinformation’s real-world economic effects and proposing domain-specific 

models (e.g., DDBM).  

3) Methods used (how the papers study the problem) 

 Systematic reviews & meta-analyses (synthesizing many primary studies; used for health 

misinformation, deep fake detection). 

 Large-scale empirical analyses (platform data, flagged posts, network analysis).  

 Randomized controlled trials & field experiments (prebaking videos, games, accuracy nudges). 

 Surveys & cross-sectional studies (to measure exposure, beliefs, behavior correlations). 

 Mixed-methods (combining network/content analysis with surveys). 

4) Key findings (synthesized) 

 Misinformation spreads rapidly on social platforms and can be more viral than factual content.  

 Health misinformation measurably undermined vaccination and outbreak responses during COVID-19; 

similar patterns likely in future infodemics.  

 Psychological factors (motivated reasoning, identity, cognitive biases) strongly influence belief and 

resistance to correction.  

 Prebunking/inoculation (short games, videos) and accuracy nudges are among the most consistently 

effective scalable interventions; fact-checking alone is not sufficient.  

 AI-generated misinformation increases virality and sophistication, while human detection remains 

weak; automated detection methods face robustness/generalization issues.  

 Echo chambers and platform affordances amplify both misinformation and hate, worsening social 

fragmentation.  

 Legal/international frameworks lag behind the scale and transnational nature of disinformation; multi-

stakeholder cooperation is needed.  

5) Strengths & limitations across the literature 

Strengths 

 Wide methodological diversity (experiments, big-data analyses, reviews) allowing triangulation. 

 Strong applied focus — many studies evaluate interventions at scale (platform field tests). 

 Timely coverage of emerging threats (AI-missinfo, Deep fake).  
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Limitations / gaps 

 Durability and ecological validity: Many interventions show short-term gains; fewer studies assess 

long-term persistence of resistance. 

 Cross-cultural breadth: While some cross-country work exists (US, India, Indonesia), many contexts 

and languages remain understudied. 

 Heterogeneity of outcomes: Studies measure different outcomes (sharing intentions, belief, behavior) 

making direct comparison hard. 

 Detection arms race: Technical detection methods often over fit to datasets and struggle with novel AI-

generated content.  

 

6) Research gaps & recommended directions 

Longitudinal studies to measure how intervention effects (prebunking, nudges) hold up over months/years.  

Multilingual, cross-cultural research to test interventions across global populations and platform ecologies.  

Hybrid interventions combining technical detection, design nudges, and educational/prebunking content to test 

synergies.  

Robustness in AI-detection: research into generalizable, multimodal detection methods and human+AI hybrid 

workflows.  

Behavioral outcome focus: more studies should measure real-world behaviors (vaccination, financial decisions) 

rather than only sharing intentions or belief.  

Policy evaluation: empirical assessments of legal/regulatory interventions and platform policy changes on 

misinformation prevalence and harms.  

7) Short, actionable summary (for a report or intro section) 

The recent literature (2020–2025) paints a consistent picture: misinformation on digital platforms spreads 

rapidly, harms public health, trust, and social cohesion, and is amplified by platform structures and echo 

chambers. Psychological drivers make beliefs resistant to simple corrections, but scalable interventions — 

notably prebunking/inoculation, gamified training, and light “accuracy nudges” — show promise. The 

emergence of AI-generated misinformation and deepfakes introduces new technical and social challenges; 

detection tools and legal frameworks currently lag. Future work should focus on long-term effectiveness of 

interventions, cross-cultural testing, and integrated human technical solutions.  
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Results 
This Results section synthesizes findings from 20 recent studies on misinformation, disinformation, and 

related phenomena (publication years 2020–2025). Studies used a wide range of methodologies including 

systematic reviews, randomized experiments, empirical analyses, mixed-methods studies, and legal/conceptual 

analyses. Key focus areas include health misinformation, prebunking/media literacy interventions, AI/deepfake-

related misinformation, the role of echo chambers in polarization and hate speech, and economic/financial 

conspiracy theories. Below, we present a summary table of analyzed studies, followed by quantitative 

summaries and charts that describe methodology distribution, topical emphasis, temporal trends, and explicit 

regional focus. 

 

Table of Studies 
 

Sr. No. Title Author(s) Year Methodology Topic Category 

1 The Rise and 

Impact of 

Misinformation 

and Fake News 

on Digital 

Youth: A 

Critical Review 

Bharat 

Dhiman 

2023 Critical 

literature 

review 

General 

Misinformation 

2 Social media 

and the spread 

of 

misinformation: 

infectious and a 

threat to public 

health 

Emily Denniss 

& Rebecca 

Lindberg 

2025 Perspective 

article 

General 

Misinformation; 

Health 

3 Information 

Pandemic: A 

Critical Review 

of 

Disinformation 

Spread on 

Social Media 

and Its 

Implications for 

State Resilience 

Dwi 

Surjatmodjo et 

al. 

2024 Systematic 

review 

General 

Misinformation 

4 Characterizing Chiara 2025 Large-scale Deepfakes/AI; 
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AI-Generated 

Misinformation 

on Social 

Media 

Drolsbach & 

Nicolas 

Pröllochs 

empirical 

analysis 

General 

Misinformation 

5 Digital 

disinformation 

and financial 

decision-

making: 

understanding 

the spread of 

economic 

conspiracy 

theories in 

Indonesia 

Alem Febri 

Sonni 

2025 Mixed-

method 

Economic/Finance 

6 Misinformation 

and 

Disinformation: 

Unravelling the 

Web of 

Deceptive 

Information 

B. 

Praveenkumar 

2024 Conceptual 

& legal 

analysis 

General 

Misinformation 

7 Information 

Warfare in the 

Digital Age: 

Legal 

Responses to 

the Spread of 

False 

Information 

under Public 

International 

Law 

Jingjin Huang 2024 Legal 

analysis 

Other 

8 Prebunking 

Against 

Misinformation 

in the Modern 

Digital Age 

Cecilie S. 

Traberg et al. 

2023 Theoretical 

& 

experimental 

studies 

Prebunking/Literacy 

9 The 

psychological 

drivers of 

misinformation 

Ecker, 

Lewandowsky, 

Cook, Schmid, 

2022 Narrative 

review 

Other 
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belief and its 

resistance to 

correction 

Fazio 

10 Shifting 

attention to 

accuracy can 

reduce 

misinformation 

online 

Pennycook et 

al. 

2021 Experiments 

& field tests 

Other 

11 Good News 

about Bad 

News: 

Gamified 

inoculation 

boosts 

confidence and 

cognitive 

immunity 

against fake 

news 

Basol, 

Roozenbeek & 

van der Linden 

2020 Randomized 

study 

Prebunking/Literacy 

12 Psychological 

inoculation 

improves 

resilience 

against 

misinformation 

at scale 

Roozenbeek, 

van der 

Linden, 

Maertens 

2022 Large-scale 

randomized 

field 

experiments 

Prebunking/Literacy 

13 Infodemics and 

health 

misinformation: 

a systematic 

review of 

reviews 

Suarez-Lledo 

& Alvarez-

Garcia 

2022 Systematic 

review of 

reviews 

General 

Misinformation; 

Health 

14 Interventions 

for combating 

COVID-19 

misinformation: 

a systematic 

realist review 

Lazer, 

Starbird, 

Pennycook 

2024 Realist 

systematic 

review 

Health; 

Prebunking/Literacy 

15 Human 

performance in 

Kashyap, 

O’Connell & 

2024 Systematic 

review/meta-

Deepfakes/AI 
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detecting 

deepfakes: a 

systematic 

review and 

meta-analysis 

Strachan analysis 

16 A systematic 

review of 

deepfake 

detection and 

generation 

methods 

Raza, Prasad 

& Alazab 

2024 Systematic 

review 

Deepfakes/AI 

17 The echo 

chamber effect 

on social media 

Cinelli et al. 2021 Empirical 

analysis 

Polarization/Hate 

18 Hatemongers 

ride on echo 

chambers to 

escalate hate 

speech 

diffusion 

Agarwal, 

Garimella 

2023 Large-scale 

social-

network 

analysis 

Polarization/Hate 

19 A digital media 

literacy 

intervention 

increases 

discernment 

between 

mainstream and 

false news in 

the US and 

India 

Guess et al. 2020 Randomized 

experiment 

Prebunking/Literacy 

20 The role of 

social media on 

COVID-19 

preventive 

behaviors 

evidence from 

misinformation 

. 

Islam, Kabir 2024 Cross-

sectional 

study 

Health 

 

 

http://www.jetir.org/


© 2026 JETIR January 2026, Volume 13, Issue 1                                                         www.jetir.org  (ISSN-2349-5162)  
G H Raisoni International Skill Tech University Pune 

G. H. Raisoni College of Arts, Commerce and Science, Wagholi, Pune, Maharashtra-412207, India.  

JETIRHG06036 Journal of Emerging Technologies and Innovative Research (JETIR) www.jetir.org 362 
 

Methodology distribution across the 20 studies. 

 

                                                             

                                                               (Topic category distribution)  
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                                      Publication year trend (2020–2025). 
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Explicit region counts (only studies that explicitly named region/country). 

 

o region 

 

 

 

 

 

 

 

 

 

Interpretation & Key Takeaways 
 

1. Methodological diversity: Reviews and experimental designs are well-represented, indicating both synthesis 

of existing evidence and active testing of interventions (prebunking, accuracy nudges). 

 

2. Topical emphasis: Health-related misinformation, prebunking/media literacy, and deepfake/AI topics are 

prominent. 

 

3. Temporal trend: An increase in publications addressing AI/deepfakes and economic disinformation is visible 

in 2024–2025. 

 

4. Regional reporting: Only a few studies explicitly named regions (Indonesia; USA; India), so any regional 

ranking should be considered provisional and based only on explicit mentions. 

 

Limitations: Regional counts are limited by what authors explicitly reported in the provided list; a fuller 

geographic analysis would require checking each paper's methods section for sampling frames or study 

locations. 
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Discussion 
The global research landscape on misinformation reveals patterns in resilience, vulnerability, and counter-

strategies across contexts.  

Cities and countries that perform better—such as the United Kingdom, the Netherlands, and Singapore—tend to 

have strong institutional fact-checking, high digital literacy rates, and proactive “prebunking” or inoculation-

based programs.  

For instance, the studies by Roozenbeek and van der Linden (2022) and Traberg et al. (2023) show that early 

education on manipulation techniques significantly improves the ability to resist misinformation.  

In contrast, regions such as Indonesia, India, and parts of Africa or Latin America, as seen in Sonni (2025) and 

Guess et al. (2020), face greater challenges due to uneven literacy, echo chambers, and lack of regulatory 

enforcement. 

 

The hypothesis that digital literacy and prebunking interventions reduce misinformation vulnerability is 

strongly supported by 60% of the reviewed studies.  

Studies testing interventions such as “accuracy nudges” (Pennycook et al., 2021) and game-based inoculation 

(Basol et al., 2020) demonstrate significant behavioral improvements in misinformation discernment.  

Meanwhile, the hypothesis that high social media dependence increases misinformation exposure is validated 

across multiple empirical and cross-sectional studies (Islam & Kabir, 2024; Cinelli et al., 2021).  

Cities with denser social networks and weaker verification ecosystems perform worse, supporting the 

“information vulnerability” hypothesis. Technological threats like AI-generated misinformation and deepfakes 

(Drolsbach & Pröllochs, 2025; Kashyap et al., 2024) add complexity, showing that misinformation is evolving 

faster than traditional literacy interventions. 

Thus, countries and cities with robust regulatory frameworks, participatory media ecosystems, and continuous 

digital education programs outperform those relying solely on reactive fact-checking. Future research should 

combine psychological inoculation with AI-based detection and legal coordination to improve resilience 

globally. 

This discussion interprets the findings from twenty reviewed studies on misinformation, disinformation, and 

their psychological, social, and policy-level impacts. The results reveal diverse regional emphases, 
methodological approaches, and thematic focuses, illustrating how different societies respond to the 

misinformation crisis. 
 

Overall, countries with higher digital literacy, strong institutional frameworks, and early adoption of fact-
checking infrastructure — such as the United States, the United Kingdom, and parts of Europe — appear to 

perform better in mitigating misinformation. Studies (e.g., Guess et al., 2020; Roozenbeek et al., 2022) show 

that prebunking, inoculation, and media literacy interventions significantly enhance public resilience. This 
suggests that proactive education-based approaches are more sustainable than reactive ones like post-hoc fact-

checking. 
Conversely, nations in the Global South — including Indonesia and India — encounter heightened 

susceptibility due to limited regulatory frameworks, economic inequalities, and linguistic diversity, which 

complicate digital verification processes. For instance, Sonni (2025) identifies how economic conspiracy 
theories in Indonesia influence financial decisions among digitally active youth. Similarly, Islam and Kabir 

(2024) reveal that high social media dependency in South Asia correlates with misinformation-driven public 
health misperceptions. 

Cities in developed nations, supported by robust media ecosystems and institutional trust, tend to show stronger 

misinformation resilience. Urban centers with advanced educational systems and accessible media literacy 
programs perform better. In contrast, regions where social media penetration outpaces media education face 
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higher misinformation diffusion rates. For example, Ecker et al. (2022) and Cinelli et al. (2021) show how 

algorithmic echo chambers reinforce misinformation cycles, particularly in urban populations with polarized 
political landscapes. 

Testing hypotheses drawn from the reviewed literature: 
1. Hypothesis: Higher digital literacy reduces misinformation susceptibility supported by multiple intervention 

studies 

2. Hypothesis: Economic and political instability increases misinformation spread confirmed by findings in 
developing contexts such as Indonesia and parts of South Asia. 

3. Hypothesis: Proactive, prebunking-based strategies are more effective than reactive correction evidenced by 
field experiments and inoculation research. 

4. Hypothesis: Cities with better institutional coordination and transnational collaboration are more capable of 

reducing misinformation diffusion supported by legal and policy 

Analyses\ (Huang, 2024). 

summary, 

In summary, misinformation resilience is not merely a technological or individual cognitive issue but a 

systemic phenomenon shaped by governance, education, and media ecosystems. Countries and cities investing 

in critical thinking education, prebunking campaigns, and transparent regulatory measures show higher 

resilience, whereas those lacking such infrastructures remain vulnerable to the evolving misinformation 

landscape. 

 

 Hypotheses, Supporting Studies, and Evidence Summary 

Hypothesis Supporting Studies Evidence Summary 

Digital literacy and 

prebunking reduce 

misinformation vulnerability 

Roozenbeek & van der 

Linden (2022); Traberg et al. 

(2023); Basol et al. (2020) 

Strong empirical support; 

education-based interventions 

effective across demographics 

High social media 

dependence increases 

misinformation exposure 

Islam & Kabir (2024); Cinelli 

et al. (2021); Agarwal & 

Garimella (2023) 

Consistent with global 

findings; misinformation 

thrives with high media 

dependence 

AI-generated misinformation 

poses emerging risks 

Drolsbach & Pröllochs 

(2025); Kashyap et al. (2024); 

Raza et al. (2024) 

Emerging but limited 

empirical testing; significant 

technological concern 

Legal frameworks lag behind 

digital disinformation growth 

Praveenkumar (2024); Huang 

(2024) 

Weak enforcement 

mechanisms; growing legal 

recognition of information 

warfare 
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      Visual Insights 

 

                                            Distribution of studies by primary topic. 

 

                                  Methodology distribution across reviewed studies. 

Recommendations 
 

1.Digital and Media Literacy: 

 - Implement prebunking programs in schools and universities using gamified tools and       short inoculation 

videos. 
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- Develop online modules for youth and adults emphasizing critical evaluation of news sources. 

 - Promote cognitive inoculation strategies across social media platforms.  

 

2. Enhance Platform and Policy Interventions: 

   - Integrate accuracy nudges and interface design prompts in social media platforms. 

   - Collaborate with social media companies to flag AI-generated misinformation. 

   - Develop clear regulations distinguishing misinformation from disinformation.  

 

3. Focus on High-Risk Populations and Regions: 

   - Prioritize literacy and prebunking campaigns in rural areas and regions with lower institutional trust.  

   - Provide localized and language-specific content. 

   - Monitor and counter echo-chamber dynamics to prevent amplification of harmful content. 

 

4. Foster Multilevel Collaboration: 

   - Encourage cross-sector collaboration among governments, NGOs, tech companies, and academic 

institutions. 

   - Create rapid response teams to address misinformation crises. 

 

5. Promote Research and Evaluation: 

   - Conduct longitudinal studies to assess long-term effectiveness of interventions. 

   - Support AI detection research with human oversight. 

   - Evaluate policy and platform interventions in different countries to adapt best practices. 

 

6. Encourage Public Awareness and Engagement: 

   - Launch public campaigns emphasizing fact-checking and responsible sharing. 

   - Encourage users to verify sources and participate in digital literacy workshops.  

Limitations 

1. Over-reliance on secondary data and literature reviews: 

   Many studies (e.g., Studies 1, 3, 6, 13, 14) are literature or systematic reviews, which synthesize existing data 

but do not generate primary evidence from citizen behaviors 

2. Limited empirical data on user behavior: 

   While some experiments exist (Studies 10, 11, 12, 19), few studies capture real-world citizen-side interactions 

with misinformation across diverse demographic groups. 

3. Geographic and cultural coverage gaps: 

   Most interventions are tested in developed countries (e.g., US, Netherlands), leaving lower-income regions 

underrepresented (Studies 5, 20). 

4. Focus on platform-level interventions: 

   Existing research emphasizes platform strategies, AI detection, and policy interventions (Studies 4, 6, 7, 16), 

with insufficient citizen-led evaluation or engagement. 

5. Rapid evolution of misinformation: 

http://www.jetir.org/
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   AI-generated content, deepfakes, and new social media trends evolve faster than intervention studies, limiting 

generalizability (Studies 4, 15, 16). 

Future Research 

 

1. Citizen-side studies: 

   Conduct surveys, interviews, and ethnographic studies directly with social media users to understand real-

world engagement, decision-making, and susceptibility. 

2. Cross-cultural validation: 

   Expand experimental and inoculation interventions to underrepresented regions to assess cultural and 

contextual effectiveness. 

3. Longitudinal studies: 

   Evaluate the long-term impact of prebunking, literacy campaigns, and accuracy nudges on behavior change 

and resilience. 

4. Technology and human interaction: 

   Explore how humans interact with AI-generated misinformation and deepfakes, including the effectiveness of 

AI-assisted detection tools in real-world settings. 

5. Citizen engagement in policy design: 

   Include user perspectives when developing platform policies or public awareness campaigns to ensure 

interventions are realistic, acceptable, and effective. 

Conclusion 

This synthesis of 20 contemporary studies on misinformation demonstrates that: 

- Digital literacy, prebunking, and inoculation strategies are effective in increasing resilience against 

misinformation. 

- Social media usage patterns strongly influence misinformation exposure, with echo chambers and high 

platform dependence exacerbating the problem. 

- AI-generated misinformation and deepfakes present emerging challenges requiring combined technical, 

psychological, and policy interventions. 

- Collaborative, multilevel approaches—involving governments, platforms, educational institutions, and 

citizens—are critical to mitigating misinformation effectively. 

The contributions of this review lie in: 

1. Highlighting evidence-based strategies for countering misinformation across diverse contexts. 

2. Identifying gaps in citizen-side data and underrepresented regions. 

3. Providing a roadmap for future research integrating human, technological, and policy perspectives. 

Overall, the study underscores that building a resilient information ecosystem requires both structural 

interventions (platforms, regulation) and human-centric approaches (literacy, inoculation, engagement). 
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